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Abstract

We used a novel meta regression analysis approach to examine the effectiveness of psychological skills training and behavioral interventions in sport assessed using single-case experimental designs (SCEDs). One hundred and twenty-one papers met the inclusion criteria applied to eight database searches and key sport psychology journals. Seventy-one studies reported sufficient detail for effect sizes to be calculated for the effects of psychological skills training on psychological, behavioral, and performance variables. The unconditional mean effect size for weighted ($\Delta = 2.40$) and unweighted ($\Delta = 2.83$) models suggested large improvements in psychological, behavioral, and performance outcomes associated with implementing cognitive-behavioral psychological skills training and behavioral interventions with a SCED. However, meta-regression analysis revealed important heterogeneities and sources of bias within this literature. First, studies using a group-based approach reported lower effect sizes compared to studies using single-case approaches. Second, the single-case studies, (over 90 per cent the effect sizes), revealed upwardly biased effect sizes arising from: (i) positive publication bias such that studies using lower numbers of baseline observations reported larger effects, while studies using larger numbers of baseline observations reported smaller – but still substantial – effects; (ii) not adopting a multiple baseline design; and (iii) not establishing procedural reliability. We recommend that future researchers using SCED’s should consider these methodological issues.
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The growth, development, and professionalism of sport psychology have further increased the necessity for those working in applied settings to demonstrate accountability and the need for evidence-based practice (Anderson, Miles, Mahoney, & Robinson, 2002; Gardner & Moore, 2006; Hanton & Mellalieu, 2012). Specifically, accountability through evidence-based practice and intervention evaluation and effectiveness is one of the most pressing and essential professional practice issues underpinning further growth of our discipline (e.g., Barker, Mellalieu, McCarthy, Jones, & Moran, 2013; Gardner & Moore, 2006). Interventions in applied sport psychology typically occur through the model of psychological skills training, referring to the “systematic and consistent practice of mental or psychological skills for the purpose of enhancing performance, increasing enjoyment, or achieving greater sport and physical activity satisfaction” (p. 230; Weinberg, 2019). Further, Vealey (1994) emphasized the importance of athletes developing cognitive skills to manage the demands of sport. Although behavioral interventions have largely the same purpose as psychological skills training, they differ in nature by focusing on techniques to modify, alter, or redirect behavior (e.g., public posting of athlete attendance; Michie et al., 2013). The ability to demonstrate objective performance improvements through behavioral change as a direct consequence of psychological skills training and behavioral interventions is an essential facet of sport psychology research that has, in the past, not always been effectively demonstrated (cf. Hardy & Jones, 1994; Smith, 1989).

The important role that cognition plays in psychological skills training, building on earlier behavioral interventions, gave rise to the cognitive-behavioral approach to behavior modification which came to the fore in the 1970’s (e.g., Mahoney, 1974; Meichenbaum,
Applications of the cognitive behavioral approach included Visuo-motor Behaviour Rehearsal (Suinn, 1972), Cognitive-affective Stress Management Training programme (Smith, 1980), and Stress Inoculation Training (Meichenbaum, 1977). See Mace (1990) for a review of these intervention programmes. While there are different types of techniques underpinned by cognitive-behavioral principles (e.g., Rational Emotive Behaviour Therapy, REBT; Ellis, 1957, Cognitive-Behavior Modification; Meichenbaum, 2010), they share the central premise that cognitive mediators influence psychological and behavioral responses (Wessler, 1986). Based on this approach, the role of cognition is central in determining an athlete’s response to situations because it is how they perceive the demands of the environment (Mahoney, 1974), and appraise their ability to cope (Lazarus, Coyne, & Folkman, 1984), that determines their psychology and behavior, ultimately guiding their performance.

Determining causality in applied sport psychology has often been fraught with problems. These issues include the use of research designs that lack internal or external validity (or both), a failure to assess practical or clinical as opposed to statistical significance, and the use of performance measures that have been too global in nature (Hrycaiko & Martin, 1996; Martin et al., 2005). Attempts to alleviate such concerns have typically been in the form of review or meta-analysis studies, that have generally revealed some positive effects of psychological skills training, but these effects are dependent on factors such as study design and type of psychological skills training. For example, Greenspan and Feltz (1989) provided an overall examination of the effectiveness of psychological skills training used with athletes. In general, the interventions underpinned by cognitive behavioral principles (e.g., cognitive restructuring) used to enhance athletes’ performance in competitive situations were associated with some improvements, yet positive effects were seen in less than half the 23 studies. Furthermore, Martin et al. (2005) noted that with so few published experimental
studies, generalizations could only be offered with caution. Although 14 out of the 15 studies included interventions which had a positive effect, only 9 highlighted substantial intervention effects with no studies measuring follow-up intervention effects. Reviews documenting the effects of specific psychological skills training (e.g., goal setting) in relation to sport performance and psychological outcomes have yielded similar positive results (see Burton, Naylor, & Holliday, 2001; Kyllo & Landers, 1995; Rumbold, Fletcher, & Daniels, 2012). For example, Tod, Hardy, and Oliver (2011) completed a systematic review examining the relationship between self-talk and performance in 47 studies and supported the beneficial use of self-talk strategies on performance (e.g., positive self-talk improved performance). More recently, there has been meta-analytical support for the positive and moderate effects of psychological and psycho-social interventions (e.g., pre-performance routines and perceptual training) on sport performance (Brown & Fletcher, 2017).

Collectively, these data indicate partial support for the effectiveness of a myriad of psychological skills training techniques (including relaxation, imagery, goal-setting, arousal regulation, self-talk, and stress management) used in real-world sport settings. While these reviews have highlighted the broad range of psychological skills training interventions, there are additional techniques, including hypnosis (Barker & Jones, 2006; 2008) and REBT (Turner & Barker, 2013; Turner & Davis, 2019), that have gained attention from sport psychologists. Aligned with the current definition of psychological skills training, hypnosis and REBT use cognitive and affective strategies to bring about changes in psychological, behavioral, and performance outcomes. However, taken together, these data do not conclusively demonstrate the efficacy and effectiveness of psychological skills training (Smith, 1989; Vealey, 1994). Possible reasons for such equivocal findings are related to the types of methods, including the research design, used to determine intervention effectiveness (Martin et al., 2005; Smith, 1989; Vealey, 1994). Typically, intervention studies have sought
to determine effectiveness through “nomothetic” (i.e., concerning the formulation of general laws) methodology involving experimental designs and multivariate analyses (e.g., Martin et al. 2005). Such methodology, while minimizing threats to internal validity makes it difficult to glean “idiographic” (i.e., pertaining to individual cases) intervention responses and patterns (Kazdin, 1982). Although nomothetic designs have an important theoretical and psychometric development function, they do not allow for the detailed and objective exploration of individuals in real-world settings – a fact which hinders understanding of intervention efficacy and effectiveness (e.g., Barker, McCarthy, Jones, & Moran, 2011; Kazdin, 2011; Meredith, Dicks, Noel, & Wagstaff, 2018; Smith, 2012). Accordingly, single-case experimental designs (SCEDs) offer a viable means of maintaining scientific rigor in applied settings while providing a platform for examining the idiographic processes and outcomes of psychological and behavioral intervention effects across time with individuals and groups (e.g., Barlow, Nock, & Hersen, 2009; Meredith et al., 2018; Morgan & Morgan, 2009). A unique feature of SCEDs is the capacity to conduct experimental investigations with one or a few cases and the ability to rigorously evaluate individual nuances and effects of interventions between baseline and post intervention phases (Kazdin, 2011). SCEDs are not considered replacements for more traditional controlled group designs but are a complementary and/or an alternative approach when developing new intervention protocols or working with small or unique populations. SCEDs enable the detection of intervention effects for individuals who would otherwise have their nuances masked in a non-significant group design (Barker et al., 2013). A key indicator for determining study quality in SCED’s is that of procedural reliability. Researchers adopting procedural reliability ensure that an intervention is applied and delivered as intended and consistently across participants. Accordingly, SCEDs with procedural reliability can be considered of a better quality than those without (Kazdin, 2011).
While SCEDs do provide a platform for exploring intervention effects, they have certain weaknesses. First, they are insensitive to interaction effects between participants at a study level. Second, given the challenges of statistical analyses it is difficult to determine any quantitative index of confidence in the generalizability of the results. Third, it can be difficult to interpret intervention effects if the baseline shows excessive variability. For this reason, researchers need to establish stable and lengthy baselines of dependent variables before interventions are applied. Finally, although SCEDs are helpful in exploring effects at an individual level, their capacity to generalize findings validly to other participants and settings is questionable (Barker et al., 2011).

The use of SCEDs is supported by substantial evidence that has accepted and adopted SCEDs extensively in behavioral medicine and in clinical settings, health, education, schools, rehabilitation, counseling psychology, and sport (see Smith, 2012). During the past 30 years, sport psychology researchers have repeatedly been encouraged to use and publish SCEDs in relevant journals (e.g., *Case Studies in Sport and Exercise Psychology*) to further advance knowledge of intervention effectiveness and evidence-based practice (e.g., Barker et al., 2013; Bryan, 1987; Hrycaiko & Martin, 1996; Martin, Thomson, & Regehr, 2004). Despite this demand, relatively few SCEDs have been published in sport psychology (see Meredith et al., 2018). Based on a review of 66 studies between 1997-2012, Barker and colleagues (2013) proposed important considerations for SCED researchers. First, there was a sampling reliance on collegiate and recreational athletes, with few studies using professional and/or elite (both able-bodied and disabled) athletes. Second, the multiple-baseline across-participants design was the most frequently used single-case variation, which reflects good practice within SCED research (Kazdin, 2011); however, few designs assessed follow-up or maintenance effects. Third, various psychological (e.g., anxiety, self-confidence) and behavioral (e.g., inappropriate on-court outbursts) outcomes were assessed across the studies, while only 42 of
the sampled studies provided detail regarding the key principle of procedural reliability (i.e.,
the extent to which components of an intervention are consistently delivered across
individuals or settings). In addition, it was not evident in the review to what extent the
psychological skills training which used SCEDs were effective (i.e., bringing about
meaningful changes in target variables). Therefore, adopting a meta-analytic approach to
glean such insight would make a significant contribution to the extant literature.

Meta-analysis was designed to yield valid estimates of representative effects from
empirical literatures that report large numbers of quantitative results. Yet, in empirical
literatures in the life and social sciences, the fog of heterogeneous results often makes it
difficult to discern representative effects (Stanley et al., 2013). Accordingly, meta-regression
analyses use regression analysis of the primary literature to identify potential sources of
variation in research findings, which typically arise from differences in the context and
samples of studies or in the design of studies (Stanley & Doucouliagos, 2012; Stanley et al.,
2013). The benefits of this statistical approach are two-fold: (i) enabling sources of
heterogeneity to be controlled when estimating the representative effect size from a literature;
while (ii) simultaneously yielding more fine-grained information on the effects associated
with different types of sample (e.g., by sport or standard) or different research designs,
procedures, and/or interventions (e.g., multiple baseline and procedural reliability). Meta
regression analysis also accounts for publication bias, which is an endemic threat to the
validity of quantitative findings in the life and social sciences. As such, larger and more
significant effects are over-represented, so that, in a typical quantitative literature:

“publication selection biases a literature’s average reported empirical effect away from zero”
(Stanley, 2008, p. 104). For the bio-medical sciences, Ioannidis (2005) contended that
quantitative research findings in many scientific fields may often be a measure of the
prevailing bias, where bias is considered to be the combination of various factors (e.g.,
exercising discretion over design and/or analysis) that typically leads to conclusions that are not, in fact, defensible, or ‘real’, in the sense of Type I errors (i.e., rejecting the null hypothesis when it is actually true). Furthermore, bias should not be confused with chance variability that causes some findings to be false by chance even though all elements of the study are robust. In contrast, selective or distorted reporting (e.g., of data or analyses) are typical forms of such bias. Indeed, researchers have concluded that publication bias is pervasive across the field of psychology (Kühberger, Fritz, & Scherndl, 2014). The consequences of publication bias are not visible at the level of the individual primary study, yet leave their trace in the literature as a whole. Accordingly, a major contribution of meta regression is to identify the extent to which publication bias exists in the literature; and, simultaneously, to control for publication bias so that a representative effect size can be estimated net of – or “beyond” – publication bias (Stanley, 2005; 2008; Stanley & Doucouliagos, 2012).

In the context of sport psychology interventions adopting SCEDs, meta regression may contribute to our understanding of the peer reviewed literature on at least three levels. First, it facilitates identification of the degree to which publication bias is evident in SCED literature. Second, it reveals the extent to which the heterogeneous reported effects sizes can be explained by the heterogeneity of samples and research designs (i.e., such as athlete standard, research design, or individual vs. multiple mental skill) used. Third, it provides insight into the meaningfulness of change – by identifying and controlling for publication bias and heterogeneous effects in the primary literature, thereby better estimating the representative effect size for SCEDs in applied sport psychology. Exploiting these strengths, the purpose of our current study was to extend the review by Barker et al. (2013) by exploring the overall effectiveness of psychological skills training and behavioral interventions – underpinned by cognitive behavioral principles – using SCEDs through meta-
regression analysis. We aimed to answer our research question: “Are psychological skills training programmes and behavioral interventions assessed using SCEDs effective in sport?” Support for this intervention approach in our meta-regression would provide robust evidence, while findings to the contrary would potentially undermine the application of psychological skills training and behavioral interventions using SCEDs in sport.

Method

Inclusion Criteria

Studies that met the following criteria were included: (1) used a single-case methodology – as our research question focussed on interventions that have adopted SCEDs only; (2) published in the English language; (3) peer-reviewed journal publication – as a marker of research quality; (4) a study that applied psychological skills training and/or a behavioral intervention in sport – as our research question focussed on effectiveness of psychological skills training (Weinberg, 2019) and behavioral interventions in sport only; and (5) was a quantitative study of intervention effects – as is the purpose of SCEDs along with the requirement for numerical data for meta-regression analysis.

Search Strategy

In-line with the PRISMA checklist (see supplementary file) we undertook the following procedures. To identify studies that met the inclusion criteria, five databases were searched: PsychARTICLES; PsychINFO; Science Direct; SCOPUS; and SportDiscus. Further, key journals within the SCED literature were searched (e.g., Journal of Applied Behavioral Analysis and Journal of Applied Sport Psychology). The individual search terms were developed by the authors, and the following were used to identify studies: “single-case AND sport”; and “sport psychology intervention”. In the first instance, the titles were screened and then the abstract of any papers that met the criteria was read. Next, the full manuscript was read to determine whether or not the paper met the criteria. The first and
second authors completed the search strategy before cross-referencing with the third author. For example, in SCOPUS the search “single-case AND sport” returned 179 titles, and “sport psychology intervention” returned 1,400 titles. The search was on-going until January 2019. Finally, the compiled table of studies was shared with all authors for verification and comments. In total, 121 papers met the inclusion criteria. The study selection process can be seen in the PRISMA flow diagram in Figure 1 (cf. Moher, Liberati, Tetzlaff, Altman, & The PRISMA Group, 2009).

Effect Size Calculations

Glass’s delta includes the baseline, rather than the pooled, standard deviation and therefore was chosen as the appropriate effect size, because in SCEDs participants act as their own control (Barker et al., 2011). Of the 121 manuscripts, twelve studies reported effect sizes, nearly half of the studies reported or displayed (in graphical form) the necessary values to calculate the effect size (i.e., means and standard deviations for baseline and intervention phases; \( n = 59 \)), while the remaining studies did not report sufficient detail for effect sizes to be calculated (\( n = 50 \)). To achieve a standardised figure, we calculated Glass’s delta by hand across the 71 eligible studies. Given that the purpose of psychological interventions may be to increase (e.g., self-efficacy) or decrease (e.g., number of on-court outbursts) variables, the effect sizes were transformed to ensure that positive values represented improvements and negative values detrimental effects.

Effect sizes were calculated for psychological, behavioral, and performance variables across the 71 studies (a total of 367 athletes) resulting in 962 effect sizes (Table 1 shows the study characteristics of the 71 articles). For each study, effect sizes were weighted to eliminate bias towards studies reporting a greater number of effect sizes (e.g., administering multiple questionnaires to athletes). Accordingly, for each study, effect sizes were weighted by the inverse of the number of effect sizes, so that for each study the effect size weights sum
to one (e.g., Freeman, Rees, & Hardy, 2009 reported 15 effect sizes and thus was weighted at $1/15 = .067$). Both weighted and unweighted models are reported. The observations were filtered, first, to those that related to the A-B phase within SCEDs ($n = 648$) and, second, to targeted dependent variables ($n = 626$) rather than control variables. Thus, 626 effect sizes were used in the meta-analysis.

**Psychological Skills Training Techniques**

A broad range of psychological skills training techniques were used across the 71 studies. The most prevalent were: imagery ($n = 15$ as an individual mental skill, $n = 9$ as part of a multiple mental skills package), goal setting ($n = 4$ as an individual mental skill, $n = 8$ as part of a multiple mental skills package), self-talk ($n = 3$ as an individual mental skill, $n = 6$ as part of multiple skills package), hypnosis ($n = 6$ as an individual mental skill, $n = 2$ as part of multiple skills package), and REBT ($n = 7$ as a multiple skills package, $n = 1$ with the addition of Personal-Disclosure Mutual-Sharing).

**Preliminary Meta-Analysis Procedure**

The “funnel plot” of estimated effect sizes (horizontal axis) against the precision of each estimate (vertical axis) is one of the most widely used graphical tools for summarising and describing quantitative literatures and is particularly useful for revealing publication bias (Stanley & Doucouliagos, 2012). A literature without publication bias will yield a symmetrical scatter of observations resembling an inverted funnel; in this case, the mouth of the funnel shows a wide and random scatter of low-precision estimates around the true or authentic effect size; and, as precision increases, the scatter narrows to a spout of high-precision estimates increasingly close to the true effect. Conversely, asymmetry towards the mouth or base indicates publication bias in the literature: in particular, whereas low-precision estimates should be distributed randomly around the true effect size, relatively underpopulated or relatively overpopulated regions indicate the effect of publication
selection. For example, if the distribution is right-skewed, such that relatively large effects are over-represented, this suggests that researchers may be favouring study designs (e.g., not using a multiple baseline design) that offsets a lack of precision by larger estimated effects, enabling their effects to be reported with acceptable levels of statistical significance, and increasing the chances of publication.

Precision can be proxied by sample size (Velickovski & Pugh, 2011). According to sampling theory, larger-sample estimates should be more precise than smaller-sample estimates, with the precision of estimates varying in proportion to the square root of sample size. Adapting this principle to the SCED literature, estimates with a greater number of baseline observations should be more precise than estimates with fewer baseline observations. Reflecting the nature of SCED literature (cf. Kazdin, 2011) we used the number of baseline data-point observations rather than the sample size to proxy precision. Specifically, as SCED research uses small numbers of participants, who act as their own control (i.e., the baseline phase), the square root of the number of baseline observations was used as a proxy measure for precision. A key principle of designing rigorous SCEDs is a stable baseline (Kazdin, 2011). For example, treatment effects can be inflated by a lack of precision at baseline, which is more likely with fewer baseline observations (Ottenbacher, 1986), and are more likely to appear in the published literature, because authors, referees and editors may favour larger effect sizes and/or estimates reported with conventional levels of statistical significance. Accordingly, by comparing the square root of the number of baseline observations with differences in reported effect size across varied baseline observations, we were able to investigate whether the SCED empirical literature reveals traces of publication bias.

Meta-Regression Analysis Modelling Strategy
To apply multivariate meta regression analysis (Stanley & Doucouliagos, 2012) to the SCED literature, we specify the following model to estimate the determinates of our dependent variable, Effect Size\(_i\) (i.e., the effect sizes reported in the literature):

\[
\text{Effect Size}_i = \alpha + \hat{\beta}_\text{Sqrt}_\text{Obs}_i + \sum_k \hat{\lambda}_k \text{MV}_{ki} + \epsilon_i \tag{1}
\]

where \(i = 1, \ldots, n\) indexes the \(n\) individual estimates reported in the primary literature, \(^\wedge\) signifies a coefficient “to be estimated”, and \(\epsilon_i\) denotes the usual ordinary least squares regression error term.

The regression analogue of the funnel plot is embedded within this multivariate model. \(\text{Sqrt}_\text{Obs}_i\) denotes the square root of the number of baseline observations of the \(i^{th}\) estimate, which is also measured on the vertical axis of the funnel graph. In the estimated model, the statistical significance of \(\hat{\beta}\) indicates the presence of publication bias, while the size gives us a measure of publication bias. In the case of positive publication bias, as indicated by Figure 2, we expect a negative sign. To illustrate, smaller numbers of baseline observations yield imprecisely estimated effects, which favour the selection of larger effects to yield statistically significant effects. Conversely, larger numbers of baseline observations yield more precisely estimated effects, thereby reducing the incentive to favour the reporting of large effects and attenuating publication bias.

In addition, specifying the model with \(\text{Sqrt}_\text{Obs}_i\) also controls for publication bias. This reflects the nature of regression analysis. Mathematically, each coefficient in a regression model is a partial derivative and so measures the influence of a particular variable on the dependent variable while controlling for the influence of all other variables in the model by holding them constant. In turn, we are able to estimate authentic empirical effects arising from the SCED literature at different values of \(\text{Sqrt}_\text{Obs}_i\), corresponding to different levels of publication bias, which we anticipate to be potentially large in the presence of a
small number of baseline observations but minimal in the presence of a large number of
observations.

Sources of heterogeneity in the estimated effect sizes are modelled by the $k (= 1, \ldots, 10)$ “moderator variables” (MVs; i.e.; indicator variables with the value of one if the effect size comes from a study with some particular sample or design characteristic and zero otherwise) – where $MV_{ki}$ is the value of the $k^{th}$ moderator variable for the $i^{th}$ effect size in the primary literature, and $\lambda_k$ are the effects of each of the $k$ moderator variables to be estimated.

Table 2 explains the construction of each moderator variable; the mean indicates the proportion of effect sizes associated with the corresponding characteristic. The 10 moderator variables comprise: indicators of the “Design” of each primary study; the “Nature of the outcome variable”; the “Procedural reliability” of the study; “Single versus Group” approach; the type of “Intervention” studied; the “Athlete Standard”; whether the athletes studied are “Adult/Youth”; the “Gender” of the athletes; the “Region” in which the study took place; and “Type of sport” (individual or team).

The estimated regression constant term $\alpha$ reflects all systematic influences on the effect size other than the square root of the number of baseline observations (capturing publication bias) and the moderator variables. Accordingly, now that we have explained each element of our model set out in Eq.1, we explain how we use our regression estimates to calculate the “true” or “authentic” empirical Effect Size from the literature taking into account:

(i) a range of values of the number of baseline observations $Sqrt\_Obs_i$ (as noted above);

and

(ii) that each moderator variable is an intercept shift term, so that the calculation of the range of authentic empirical effects is extended to incorporate the estimated effect of each moderator variable – weighted by mean – on the constant term $\alpha$. 
Hence, after estimating our model we use the results to calculate a range of “authentic”
empirical Effect Sizes by substituting: (i) different values of Sqrt_Obsi and; (ii) the weighted
value of each moderator variable into $Effect\;Size = \hat{\alpha} + \hat{\beta} Sqrt_{obs} + \sum_k \hat{\lambda}_k (meanMV)_k$,
where $\hat{\alpha}$, $\hat{\beta}$, and the $\hat{\lambda}_k$ are obtained from previous estimation of the regression model. The
calculations were performed using the Lincom command in Stata 15. Moderator variables are
binary indicator variables. Hence, for all Effect Size_i not associated with a particular
source of heterogeneity the corresponding moderator variable is set to zero. Conversely, for
Effect Size_i that are associated with a particular source of heterogeneity the corresponding
moderator variable has value one and the estimated effect $\hat{\lambda}$ is weighted by the mean of the
moderator (so that, for example, a moderator associated with 40% of the estimates has twice
the weight of one associated with 20%).

As a robustness check we estimated our model both: (i) unweighted (giving each
estimate equal weight, regardless of the number of estimates reported by each study); and (ii)
weighted by the inverse number of effect sizes reported by the study in which it appears
(giving each study equal weight regardless of the number of estimates it reports). In a
supplementary file, we include the raw data and syntax we used in Stata (Table 4 includes all
short-form variable names to enable replication).

Estimation, Testing Down, and True Effects Procedure. We arrived at our baseline
model guided by Ramsey’s Regression Equation Specification Error Test (RESET). The main
use of the Ramsey test is to detect whether the maintained hypothesis of a linear relationship
between the regressors specified by the model is a valid representation of the data (Spanos,
2017). However, it also has power in relation to structural breaks in the data (Darnell, 1994),
which may be signalled by the presence of outliers (observations far from the estimated
regression line/plane – i.e., with large error terms). Meta regression practitioners are divided
with respect to reporting and use of the Ramsey test, although a widely cited set of reporting
guidelines contain a general recommendation to pay attention to “Meta regression analysis model specification tests” (Stanley et al., 2013, p. 393). In our study, we interpreted failure of the Ramsey test (by an order of magnitude or more, signified by $p$-values of less than 0.005) as a requirement for ‘further investigation’ (Darnell, 1994). Overall, our approach proved valuable in identifying: (i) a major structural break in the sample, such as to suggest subsamples arising from two distinct populations; and (ii) a small number of additional outliers.

**Interaction Analysis.** To complete our empirical analysis, we investigated potential interaction effects between those moderator variables that, across our estimated models, most robustly influence reported effect sizes in the literature.

**Results**

**Publication Bias**

The funnel plot (Figure 2) displays the square root of the number of observations in the baseline period (vertical axis) against the effect size (horizontal axis). Studies with a smaller number of observations give the most widely scattered range of effect sizes, while those from studies with a larger number of observations lie within a narrower range, more or less close to the (unweighted) sample mean effect size of 2.92 ($SD = 3.80; n = 626; Table 2$). To interpret the practical significance of effect sizes, there are numerous guidelines. Cohen suggested a value of 0.20 as small, 0.50 as medium, and 0.80 as large. However, this interpretation is based on group-level, rather than single-case, data. To address this limitation, Parker and Vannest (2009) examined 200 single-system design AB contrasts and suggested the following, more appropriate guidelines: small < 0.87, medium 0.87 to 2.67, and large > 2.67. Accordingly, we can provisionally characterise the representative effect size reported in the SCED literature as “large”.
The funnel plot appears right-skewed (a standard test rejects the null of zero skew, $p < 0.001$), indicating the presence of positive publication selection bias: specifically, studies with a higher number of observations yield more precise, smaller and tightly clustered effects; while studies with a smaller number of observations yield less precise, larger effects. Therefore, the right-skew may indicate a systematic tendency in the extant literature to over-report large positive effects. Moreover, funnel plots are also used to identify potential outliers (Stanley & Doucouliagos, 2012). Accordingly, the six extreme estimates (ES > 20) lying on the right (positive) side of the plot were identified as outliers and filtered out of all subsequent analyses.

**Meta-Regression Results**

Table 2 reveals the (unweighted) unconditional means and standard deviations of the variables used in our meta-regression analysis, beginning with effect size. However, given the evidence of positive publication bias in the SCED literature, the unconditional mean effect may be a misleading guide to the true effect. Instead, we use meta regression analysis to gain insight into the size of the “authentic” empirical effect, which – using common meta regression terminology – is the representative effect size estimated “beyond” (i.e., controlling for) both publication bias and sources of heterogeneity.

We identified a structural break between those studies adopting a single-case approach versus a group-based approach. Five hundred and sixty-four observations were from a single case approach and 56 were from a group-based approach. Table 3 indicates that these groups have very different statistical characteristics regarding their effect sizes. Both the unconditional mean values and their standard deviations are substantially different in both the weighted ($M_{\text{single-case}} = 2.59; SD = 2.93$ vs $M_{\text{group-based}} = 1.65; SD = 1.30$) and the unweighted samples ($M_{\text{single-case}} = 2.83; SD = 3.11$ vs $M_{\text{group-based}} = 1.36; SD = 1.29$).
We concluded that these samples represent different populations and therefore cannot be pooled for meta-regression analysis (to do so, would be to fall into the well-known “apples and oranges” problem). This conclusion is reinforced by our regression analysis: using different model specifications, the pooled sample always fails the Ramsey test by at least an order of magnitude, while regressions for the samples separately reveal satisfactory Ramsey tests. Accordingly, because most of the literature investigates single-case approaches, and thus provides a sample sufficiently large for valid meta-regression analysis, we focus on these for the remainder of our study.

Both our benchmark weighted and unweighted multivariate models include all of our moderator variables. However, in both cases, the Ramsey test is satisfactory at the one per cent level rather than the conventional five per cent level (although this contrasts with the full-sample models, the very best of which fail the Ramsey test by at least an order of magnitude), and there is evidence of extreme multicollinearity. Accordingly, we adopted the standard approach in meta regression studies of “testing down” from the most general model to a specific or parsimonious model that omits irrelevant variables (Stanley & Doucouliagos, 2012). We began by estimating our benchmark weighted and unweighted multivariate models. Then, we removed the variable with the largest standard error (hence, smallest $t$-statistic and largest $p$-value) and re-estimated. This process was continued until all redundant variables were removed. The final models included only variables that are at least close to statistical significance at the 10 per cent level or, in one case ($Int_2$; multiple mental skills in the parsimonious unweighted model), whose retention is necessary for the statistical validity of the model (indicated by a satisfactory Ramsey test).

Using the single-case data, only minimal further data cleaning was necessary to achieve well-specified models. As reported in Table 4: (i) for the unweighted parsimonious model we retained all 564 effects, as the Ramsey test cannot reject this model on grounds of
invalid statistical specification; (ii) for the unweighted general model we removed 9 extreme
outlier observations from the dataset (retaining \(n = 555\)) that were revealed as “outer fence
residuals” by the “letter value” procedure; (iii) for both the parsimonious and general
weighted models we removed 18 outliers according to the “letter value” procedure (hence, \(n
= 546\) in both cases).

Accordingly, Table 4 reports estimates from four models: two weighted (General and
Specific); and two unweighted (General and Specific). In all four models, the variables are
jointly significant, indicating a model with explanatory power (in all cases, the \(p\)-value on the
model F-statistic is less than 0.05). Moreover, in the case of the two parsimonious models,
the Ramsey test is satisfactory (in both cases \(p > 0.05\)) and the multicollinearity apparent in
both full models has been eliminated (a mean VIF of less than four or five is generally
regarded as satisfactory in this regard), which means that in addition to the model as a whole
having explanatory power we can be confident in the separate estimates of the individual
effects.

To identify moderator variables as “redundant” to the model, suggests that the
respective dimensions of heterogeneity in the literature are not sources of systematically
different intervention effects. If we set the bar high, accepting as systemically important only
those variables appearing as statistically significant in at least both parsimonious models,
then the representative intervention effects identified by our study do not vary systematically
by type of intervention (i.e., individual mental skills, multiple mental skills, other), the
standard of the participants (i.e., club/recreational, county/regional, collegiate/varisty,
professional/international), the gender or gender mix of participants (i.e., female, male, male
and female), the particular outcome of the intervention (i.e., psychological, performance,
behavioral), the region in which the intervention takes place (i.e., North America, Europe,
Australasia), and the age of the participants (i.e., adult, youth). However, we revealed that the following variables do robustly influence the estimates reported in the literature:

1. **Type of sport (Sport_1):** Interventions with team athletes generated a larger effect size vs individual athletes (1 = team; 0 = individual sport, the omitted category). Three from four estimates are statistically significant (two at the five per cent and one at the 10 per cent level) suggesting a positive influence on estimated effect sizes – other factors held constant – of between 0.99 and 2.15. The fourth estimate is consistent with respect to size but not quite statistically significant.

2. **Square root of the number of baseline observations (SqRt_obs1):** All four estimates are statistically significant (at least at the five per cent level), negative and of similar size – ranging from -0.65 to -0.90. In each case, these estimates indicated substantial positive publication bias (as the number of observations used in studies rises, so the bias is attenuated).

3. **Type of design (Design__multiple_baseline_Yes_1):** In each case, multiple-baseline design (=1; Other= 0, the omitted category) has a negative and highly significant influence on estimated intervention effects (ranging from an average decrease of -1.00 to one of -1.63).

4. **Procedural reliability (Procedural_reliability__yes___1_):** In each case, procedural reliability (1= Yes; 0 = No) has a negative and significant influence on estimated intervention effect (ranging from -0.99 to -1.25).

From this analysis, we concluded that the sources of heterogeneity in the effects reported in the SCED literature are less to do with factors beyond the control of researchers (the context of their studies) and more to do with methodological variations that are under their control: studies relying on (i) few baseline observations, and/or (ii) lacking multiple baseline design and/or (iii) lacking procedural reliability will tend to over-estimate effects.
Having identified positive publication bias and the main sources of heterogeneity in the intervention effects reported in the SCED literature, we used our two parsimonious models to calculate the “true” or representative intervention effects revealed by this literature. From the parsimonious weighted model, the representative empirical effect derived from the mean values of each variable and their respective estimated effects was 2.40 ($SD = 2.43$). This is the same as the unconditional mean effect size in the regression sample ($n = 546$), as in theory it must be (Koutsoyiannis, 1977). As such this is just a check on the consistency of our analysis. However, the very high precision of this estimate ($t$-statistic=12.22 with a $p$-value < 0.001) yielded a narrow 95% confidence interval of between 2.01 and 2.79, in both cases a substantial effect. Following recalculation at the 25$^{th}$ percentile of the square root of the number of baseline observations ($SqRt_{obs1}$), publication bias increased and the effect size correspondingly increased – as predicted – to 2.76 ($p < 0.001$) with 95 per cent confidence limits of 2.22 and 3.30. Conversely, at the 75 percentile the effect size decreased to 2.08 ($p < 0.001$) with 95 per cent confidence limits of 1.73 and 2.43. The effect of publication bias is substantial: comparing at the 25$^{th}$ and 75$^{th}$ percentile values of the square root of the number of observations we see a reduction in the estimated effect size of almost a third. Comparing the estimates at the 10$^{th}$ and 90$^{th}$ percentiles yields an even stronger contrast: the confidence intervals are not only similarly narrow but also non-overlapping (at the 10$^{th}$ percentile: 2.38 and 3.87; and at the 90$^{th}$: 1.05 and 2.07) and the estimated authentic empirical effect size halves, from 3.13 to 1.56. Table 5 sums these results and for comparison adds the equivalent estimates from our unweighted multivariate parsimonious model.

**Interaction Analysis Results**

For the interaction analyses, we considered the four moderator variables that were significant influences in at least three of the four models (i.e., *Int_2* – multiple mental skills; *Sport_1* – type of sport; *Design__multiple_baseline_Yes_1* – type of design;
We augmented the preferred weighted and the preferred unweighted parsimonious models with the corresponding interaction terms. In both cases, only the interaction between type of intervention (Int_2; multiple mental skills) and design (Design__multiple_baseline_Yes_1; type of design) proved to be statistically significant, and only this interaction provided useful information. Although the weighted augmented regression yielded an unsatisfactory Ramsey test ($p = 0.003$), the unweighted regression was satisfactory at the one per cent level ($p = 0.034$) and both were satisfactory with respect to the mean VIF (respectively 1.48 and 1.31). Accordingly, we used Stata’s post-estimation margins command, applying Bonferroni-adjustment to interpret the interaction effects.

Overall, our parsimonious models with the single significant interaction yielded results consistent with those reported in Table 4. The post-estimation margins calculations suggested that studies with both multiple skills interventions and multiple baselines yielded a reduced effect size compared to studies with: (1) individual skills and other designs (-2.61, $p = 0.001$); (2) individual skills and multiple baseline designs (-2.28, $p < 0.001$); and (3) multiple skills interventions and other designs (-1.90, $p = 0.014$). The other three comparisons were not statistically significant. The results from the unweighted regression are similar. However, because these comparisons are not significantly different from one another, these results provide no evidence that one or another variable is driving (moderating) the influence of the other.

Second, the post-estimation margins calculations supported the implication of these comparisons that the type of intervention (i.e., Int_2; multiple mental skills) and study design (i.e., Design__multiple_baseline_Yes_1; type of design) exerted their influence independently rather than jointly. In the weighted regression, the marginal effect of multiple baseline design is estimated to be -0.90 ($p = 0.067$) and the marginal effect of multiple skills intervention is -
1.06 (p = 0.011); and in the unweighted regression, the marginal effect of multiple baseline design is estimated to be -1.82 (p < 0.001) and the marginal effect of multiple skills intervention is -0.67 (p = 0.122). These results are in line with the regression results reported in Table 4.

In summary, these post-estimation marginal calculations provided robust evidence that studies with multiple baselines typically report smaller effect sizes; and some evidence that studies of multiple skills interventions likewise typically report smaller effect sizes. The post-estimation calculations also suggest that these effects are independent of one another.

**Discussion**

The purpose of our study was to extend the review of Barker et al. (2013) by applying meta-regression analyses to address the research question: “Are psychological skills training programmes and behavioral interventions assessed using SCEDs effective in sport?”. The findings support previous evidence demonstrating the effectiveness of psychological skills training and behavioral interventions – underpinned by cognitive behavioral principles – in enhancing psychological outcomes, behavior change, and performance (e.g., Brown & Fletcher, 2017; Tod et al., 2011). In addition, our study is the first meta-regression analysis of psychological skills training and behavioral interventions delivered through a SCED framework. In particular, after controlling for typical levels of publication bias in this literature, large increases (i.e., weighted ES = 2.40; unweighted ES = 2.83) in psychological, behavioral, and performance outcomes in studies adopting SCEDs were demonstrated. Accordingly, the findings provide support for: (1) the use of SCEDs to assess psychological, behavior, and performance change in sport (see Barker et al., 2013; Hrycaiko & Martin, 1997; Martin et al., 2004); and (2) the effectiveness of psychological skills training and behavioral interventions – underpinned by cognitive behavioral principles – in sport, thus increasing practitioner confidence in using SCEDs. In other words, methodologically, our
study provides unique meta-analytical evidence for SCEDs as an appropriate method in sport to detect meaningful changes in key outcomes, distinguish idiosyncratic effects in response to psychological skills training and behavioral interventions, and assist in the refinement of intervention protocols (see Barker et al., 2011). Theoretically, our study provides support for the application of interventions underpinned by cognitive behavioral principles, which is the popular approach to intervention delivery with athletes (e.g., Hemmings & Holder, 2009).

In addition, our analyses indicated a structural break between SCED studies using a single-case versus a group-based approach. This division was not from a priori theoretical consideration but an emergent finding from the data. Although positive and large, the studies that used a group-based approach brought about lower effect sizes compared to single-case approaches. In general, the group-based studies stated that they adopted SCED principles and conducted analyses on group-level data (e.g., an academy football team) rather than a case-by-case basis. While Kazdin (2011) outlined how SCEDs can be applied to groups, his guidance relates to the application of SCEDs to contexts where between-group evaluations are appropriate. For example, researchers may wish to compare two or more interventions or identify the magnitude of change relative to no treatment (i.e., a control). Further, although the application of SCEDs to a single group with pre and post assessment (e.g., probe design) may enable insights into the assessment of change, this is considered a weak design hindering causal inferences about an intervention. This weakness typically evolves around threats to internal validity not being ruled out. For example, it is possible that in this design participants improve as a function of talking with one another, and therefore show improvements post-intervention. To reduce such threats to interval validity within a single group, continuous assessment through the baseline and intervention phases is recommended to help researchers/practitioners to determine change.
In addition to the general positive effects found, our investigation provides further detail on publication bias and heterogeneous effects – modelled by our moderator variables – in the field of applied sport psychology. First, publication bias is a salient issue in quantitative literatures across the field of psychology (Kühberger et al., 2014) and was evident in our analyses. In our analyses, we found evidence of publication bias in the SCED literature in that the distribution of effect sizes reported by studies using a small number of baseline observations is: (1) widely dispersed; and (2) substantially skewed to the right (i.e., towards overly positive effect sizes). In contrast, studies with a larger number of baseline observations typically reported smaller and more consistent effects.

We estimated authentic empirical effects at different levels of publication bias. We argue, on theoretical grounds, that studies using low numbers of baseline observations and thus reporting results estimated with the lowest levels of precision are the most prone to inflate effect sizes, reflecting a publication bias in the literature. By controlling in our meta regression for the square root of the number of baseline observations reported by each study, we demonstrated that moving from relatively high levels of publication bias (at the 10th percentile) to relatively low levels of publication bias (at the 90th percentile) more than halves the reported effect size. In other words, the authentic empirical effect sizes estimated at typical levels of publication bias (noted above) are likely to be overly optimistic in that they reflect a substantial element of positive publication bias. Accordingly, a more conservative approach would be to take the authentic empirical effects derived from those studies using the largest numbers of baseline observations, thereby reporting the most precise estimates and the least influenced by publication selection bias. In this case, we may characterise the representative effect reported in the SCED literature as “medium” rather than “large” (Parker & Vannest, 2009). Accordingly, we propose that: (a) future SCED investigators consider collecting a larger number of baseline observations (i.e., 8 or more; Ottenbacher, 1986) to
reduce publication bias; and (b) journal referees and editors should discriminate according to the quality of the study (e.g., number of baseline observations) and not by the presence of large and/or significant effects. Although it has been acknowledged that it is difficult for sport psychologists to achieve a stable baseline over eight time points (Barker et al., 2013), our meta-regression underscores the importance of doing so. Otherwise, we fall into the trap of reporting inflated effects as a function of not collecting sufficient baseline data. Future SCED researchers must aim to heed these calls.

The use of meta regression procedures in our study demonstrated that the representative effect size varied dependent on the key moderating variables of individual vs team sport, design, and procedural reliability. First, interventions with team sport athletes generated a larger effect size than those with individual sport athletes. It is not clear why, compared to individual sport athletes, team sport athletes reported greater improvements, and this should be a focus for future researchers. Although it is plausible that team sport athletes adhere more closely to psychological skills training and behavioral interventions compared to individual sport athletes, further research is needed to provide clarity on this finding.

Second, compared to multiple-baseline designs, other approaches gave rise to larger intervention effects. Third, studies with no procedural reliability reported significantly larger effect sizes compared to more precise, smaller effects reported in studies with procedural reliability. The adoption of multiple-baseline designs and procedural reliability are central to SCEDs, because they reflect the methodological rigor employed and provide markers of SCED study quality (e.g., Kazdin, 2011). On this point, there are clear implications for applied researchers who should be encouraged to adopt multiple-baseline designs and procedural reliability to ensure that reported intervention effects in peer-reviewed literature are precise and accurate, and less likely to be inflated by methodological shortcomings.
In addition to those noted above, we wish to highlight further implications for researchers in light of our meta regression. The first regards the reporting of appropriate statistical information to allow for calculations of effects (and future meta regression studies). Whereas 59 of the studies identified included sufficient data for effect sizes to be calculated, only 12 studies explicitly reported effect sizes, and a further 50 studies did not report sufficient data for effect size calculation. In other words, applied researchers should heed calls to report effect sizes. Second, the publication bias issue needs to be addressed, and this is not exclusive to SCED literature (see, for example, Kühberger et al., 2014). It may be the case that researchers, reviewers, and/or journal editors are unwilling to submit/accept manuscripts that report non-effects. Instead inspection of the quality and rigor of the study should be considered more important than the results when making publication decisions, a practice that is gaining traction within the social and life sciences (Blanco-Perez & Brodeur, 2019). For instance, in 2015 editors of eight health economics journals published an editorial statement and reminder to referees to accept studies that: “… have potential scientific and publication merit regardless of whether such studies’ empirical findings do or do not reject null hypotheses” (Blanco-Perez & Brodeur, p. 1). Following future investigations, the authors concluded that “the editorial statement reduced the extent of publication bias” (Blanco-Perez & Brodeur, p. 27).

Third, researchers are encouraged to use procedural reliability in SCEDs. This is not a new recommendation (see Barker et al., 2013), but is a key principle of SCEDs and our current findings suggest studies that do employ procedural reliability report smaller, more precise effects. Finally, further supporting suggestions from SCEDs researchers (see Barker et al., 2013), a longer baseline period is needed to establish stability and quality. Although potentially difficult in the contextual and ethical constraints of applied research, a sufficient
baseline is crucial given that studies with fewer baseline observations produce significantly inflated and less precise effects.

Our study has certain limitations that should be considered when interpreting our findings. First, we were unable to provide a complete picture of the SCEDs literature in sport. As noted above, 50 of the 121 manuscripts (about 41%) did not report sufficient data for effect sizes to be calculated. Despite this, our investigation is the most comprehensive examination of the effectiveness of psychological skills training and behavioral interventions using SCEDs in sport to date. Second, from the characteristics of the included studies, youth athletes, female athletes, and SCED research in cultures beyond western societies are under-represented in the literature. Future researchers should explore these populations and cultures (see Hassmen, Piggot, & Keegan, 2016) when applying psychological skills training and behavioral interventions with SCEDs to enable a more complete picture regarding intervention effectiveness in applied sport psychology. Finally, our data demonstrates the prominence of cognitive-behavioral approaches within applied sport psychology, and therefore, future researchers may wish to consider other approaches (e.g., Acceptance and Commitment Therapy; Hayes, Strosahl, & Wilson, 2012).

In conclusion, our meta-regression analysis of the published literature provides support for the effectiveness of psychological skills training and behavioral interventions in applied sport psychology research, and further demonstrates the large practical effects of implementing SCEDs. On the one hand, supporting the cognitive behavioral approach, this paints a positive picture of the effect of the use of SCED approaches to apply psychological skills training and behavioral interventions with athletes. Yet, the variability documented within the SCED literature appears to be a function of researchers not taking more control of their methodological approaches. For example, studies relying on: (i) few baseline observations and/or (ii) lacking multiple baseline design and/or (iii) lacking procedural
reliability will tend to over-estimate effects. Therefore, we conclude that there are key areas of improvement in applied research using SCEDs in sport. Specifically, future researchers should seek to increase the number of baseline observations, use procedural reliability, adopt a multiple baseline design, and report effect size information. Adopting these recommendations will allow for the growth of more rigorous examinations of SCEDs.

Moreover, the structural break we found highlights how researchers are adopting SCED principles in their practice with sport teams, and, typically, such work produces still positive, but smaller improvements. Finally, the presence of positive publication bias in the SCED literature points to a need for researchers and those involved in the review process to encourage quality and rigour (rather than reporting positive effects) in the research and publication process. Through these mechanisms, increased understanding of interventions will consequently bolster confidence regarding applied sport psychological services and further delineate insights into effective practice.

*We dedicate our study to the life and work of Professor Aidan Moran who sadly passed away before the manuscript was accepted for publication. Aidan was an inspirational academic and caring friend. May his legacy and influence last forever.
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Figure 1

PRISMA flow diagram detailing the research study identification and selection process

(Moher et al., 2009)

110,521 articles identified

110,521 articles screened

110,400 articles excluded

121 articles met the inclusion criteria and assessed for eligibility

12 articles reported effect sizes

59 articles did not report effect sizes but sufficient information for effect size calculation

Glass’s $\Delta$ and confidence intervals calculated for all articles ($n = 71$)
Figure 2

Funnel plot displaying transformed effect size by the square root of the number of baseline observations (Mean effect size = 2.92, indicated by the vertical red line; n = 626)
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Studies, N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>North America</td>
<td>31 (43.66)</td>
</tr>
<tr>
<td>Europe</td>
<td>37 (52.11)</td>
</tr>
<tr>
<td>Australia</td>
<td>3 (4.23)</td>
</tr>
<tr>
<td><strong>Intervention</strong>*</td>
<td></td>
</tr>
<tr>
<td>Individual mental skill</td>
<td>36 (50.00)</td>
</tr>
<tr>
<td>Multiple mental skill</td>
<td>23 (31.94)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (18.06)</td>
</tr>
<tr>
<td><strong>Design</strong></td>
<td></td>
</tr>
<tr>
<td>Multiple baseline</td>
<td>54 (76.06)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (23.94)</td>
</tr>
<tr>
<td><strong>Procedural Reliability</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (50.70)</td>
</tr>
<tr>
<td>No</td>
<td>35 (49.30)</td>
</tr>
<tr>
<td><strong>Sport</strong></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td>44 (61.97)</td>
</tr>
<tr>
<td>Team</td>
<td>25 (35.21)</td>
</tr>
<tr>
<td>Individual and team</td>
<td>2 (2.82)</td>
</tr>
<tr>
<td><strong>Standard</strong>*</td>
<td></td>
</tr>
<tr>
<td>Recreational/club</td>
<td>23 (31.94)</td>
</tr>
<tr>
<td>County/Regional</td>
<td>17 (23.61)</td>
</tr>
<tr>
<td>Collegiate</td>
<td>15 (20.83)</td>
</tr>
<tr>
<td>Professional/international</td>
<td>17 (23.61)</td>
</tr>
<tr>
<td><strong>Participant</strong></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>52 (73.24)</td>
</tr>
<tr>
<td>Youth</td>
<td>19 (26.76)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42 (59.15)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (19.72)</td>
</tr>
<tr>
<td>Male and female</td>
<td>14 (19.72)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (1.41)</td>
</tr>
<tr>
<td><strong>Outcome</strong>*</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>35 (42.17)</td>
</tr>
<tr>
<td>Psychological</td>
<td>36 (43.37)</td>
</tr>
<tr>
<td>Behavioral</td>
<td>12 (14.46)</td>
</tr>
</tbody>
</table>

**Total N** 71 (100)
* the total of these variables equal more than 71 because either: (1) one study included more than one intervention (i.e., Lerner et al, 1996); or (2) athlete standard (i.e., O’Brien, Mellalieu, & Hanton, 2009); or (3) multiple studies included more than one type of outcome variable (e.g., Barker & Jones, 2006).
Table 2

Descriptive statistics for the Meta-Regression Analyses models

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable Name in Stata</th>
<th>Omitted category</th>
<th>Unweighted Mean (SD)</th>
<th>Weighted Mean (SD)</th>
<th>Min / Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect size</td>
<td>Transformed_effect_size</td>
<td>N/A</td>
<td>2.69 (3.02)</td>
<td>2.47 (2.80)</td>
<td>-3.62 / 19.70</td>
</tr>
<tr>
<td>Square root baseline</td>
<td>SqRt_obs1</td>
<td>N/A</td>
<td>2.68 (.91)</td>
<td>2.64 (.88)</td>
<td>1 / 6.40</td>
</tr>
<tr>
<td>observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Design__multiple_baseline_Yes_1</td>
<td>Other (= 0)</td>
<td>.80 (.40)</td>
<td>.78 (.42)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple mental skills</td>
<td>Int_2</td>
<td>Individual mental skill (=0)</td>
<td>.42 (.49)</td>
<td>.35 (.48)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Other</td>
<td>Int_3</td>
<td>Individual mental skill (=0)</td>
<td>.17 (.38)</td>
<td>.17 (.37)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Athlete standard</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>County/regional</td>
<td>Standard_2</td>
<td>Club/recreational (= 0)</td>
<td>.29 (.45)</td>
<td>.21 (.41)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Collegiate/varsity</td>
<td>Standard_3</td>
<td>Club/recreational (= 0)</td>
<td>.22 (.42)</td>
<td>.26 (.44)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Professional/international</td>
<td>Standard_4</td>
<td>Club/recreational (= 0)</td>
<td>.23 (.42)</td>
<td>.24 (.43)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Adult/youth</td>
<td>Participants__adult___1__youth_</td>
<td>Youth (= 0)</td>
<td>.80 (.40)</td>
<td>.74 (.44)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Nature of outcome variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>Outcome_1</td>
<td>Psychological (= 2)</td>
<td>.34 (.48)</td>
<td>.43 (.50)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Behavioral</td>
<td>Outcome_3</td>
<td>Psychological (= 2)</td>
<td>.08 (.27)</td>
<td>.14 (.34)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>Region_1</td>
<td>North America (= 0)</td>
<td>.36 (.48)</td>
<td>.42 (.49)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Australasia</td>
<td>Region_3</td>
<td>North America (= 0)</td>
<td>.08 (.27)</td>
<td>.07 (.25)</td>
<td>0 / 1</td>
</tr>
</tbody>
</table>
### META REGRESSION ANALYSIS IN SPORT PSYCHOLOGY

<table>
<thead>
<tr>
<th>Procedural reliability</th>
<th>Procedural_reliability__yes___1_</th>
<th>No (= 0)</th>
<th>.49 (.50)</th>
<th>.48 (.50)</th>
<th>0 / 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Gender_1</td>
<td>Male (= 1)</td>
<td>.27 (.44)</td>
<td>.19 (.40)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Mixed</td>
<td>Gender_3</td>
<td>Male (= 1)</td>
<td>.16 (.37)</td>
<td>.20 (.40)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Type of sport</td>
<td>Sport_1</td>
<td>Individual (= 0)</td>
<td>.59 (.52)</td>
<td>.65 (.54)</td>
<td>0 / 1</td>
</tr>
<tr>
<td>Single vs Group Approach</td>
<td>Presented_data_DV</td>
<td>Single-case (= 1)</td>
<td>1.09 (.29)</td>
<td>1.13 (.33)</td>
<td>1 / 2</td>
</tr>
</tbody>
</table>

**Note.** Moderators: Design (multiple-baseline, other); Intervention (individual mental skill, multiple mental skills, other); Standard (club/recreational, county/regional, collegiate/varsity, professional/international); Participant (adult, youth); Outcome (psychological, performance, behavioral); Region (North American, Europe, Australasia); Procedural reliability (yes, no); Gender (female, male, male and female); Sport (team, individual); Approach (single case, group).
Table 3
*Mean and standard deviation of the effect sizes from single-case and group-based approaches*

<table>
<thead>
<tr>
<th></th>
<th>Unweighted Sample</th>
<th>Weighted Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group-based approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.36</td>
<td>1.65</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.29</td>
<td>1.30</td>
</tr>
<tr>
<td><strong>Single-case approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.83</td>
<td>2.59</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>3.11</td>
<td>2.93</td>
</tr>
<tr>
<td>H$_0$: Equal Variance</td>
<td>$p=0.0000$</td>
<td>$p=0.0000$</td>
</tr>
<tr>
<td>H$_0$: Equal Mean</td>
<td>$p=0.0000$</td>
<td>$p=0.0000$</td>
</tr>
</tbody>
</table>
Table 4

*Multivariate meta regressions, unweighted and weighted OLS estimates*

Dependent variable: Transformed effect size - glass's delta (TRANSFORMEDEFFECTSIZEGLASSS)

Cluster-robust standard errors (adjusted for 60 clusters in AUTHOR) used to compute t-statistics

<p>| Variable (omitted) | Name in Stata (category) | Weighted | Coeff. | Std. Err. | t | P&gt;|t| | Coef. | Std. Err. | t | P&gt;|t| | Coef. | Std. Err. | t | P&gt;|t| |
|-------------------|--------------------------|----------|--------|-----------|---|--------|--------|--------|---|--------|--------|--------|---|--------|--------|
| Square root of baseline observations | SqRt_obs1 | Coef. | -0.65 | 0.28 | -2.33 | 0.023 | -0.73 | 0.24 | -3.05 | 0.003 | -0.83 | 0.27 | -3.10 | 0.003 | -0.90 | 0.27 | -3.30 | 0.002 |
| Intervention (individual) | Int_2 (multiple mental skill) | Coef. | -1.28 | 0.47 | -2.74 | 0.008 | -1.08 | 0.41 | -2.61 | 0.011 | -0.93 | 0.47 | -1.97 | 0.054 | -0.63 | 0.45 | -1.41 | 0.164 |
| Intervention (individual) | Int_3 (other intervention) | Coef. | -0.01 | 0.60 | -0.01 | 0.99 | 0.25 | 0.59 | 0.43 | 0.667 |
| Design (other) | Design_multiple_baseline | Coef. | -1.21 | 0.52 | -2.34 | 0.023 | -1.00 | 0.49 | -2.03 | 0.047 | -1.61 | 0.68 | -2.38 | 0.021 | -1.63 | 0.54 | -3.04 | 0.003 |
| Team vs individual sport (individual) | Sport_1 (team) | Coef. | 0.95 | 0.59 | 1.62 | 0.111 | 0.99 | 0.54 | 1.83 | 0.072 | 1.98 | 0.61 | 3.26 | 0.002 | 2.15 | 0.60 | 3.61 | 0.001 |
| Athlete standard (club/recreation al) | Standard_2 (county/regional) | Coef. | 0.12 | 0.64 | 0.19 | 0.851 | 0.58 | 0.84 | 0.69 | 0.49 |
| Athlete standard (club/recreation al) | Standard_3 (collegiate/varisty) | Coef. | 0.02 | 0.60 | 0.04 | 0.968 | 0.77 | 0.75 | 1.03 | 0.308 |
| Athlete standard (club/recreation al) | Standard_4 (professional/international) | Coef. | 0.04 | 0.60 | 0.06 | 0.953 | 0.35 | 0.85 | 0.42 | 0.677 |
| Gender (male) | Gender_1 (female) | Coef. | -0.22 | 0.60 | -0.36 | 0.72 | 0.02 | 0.59 | 0.03 | 0.977 |
| Gender (male) | Gender_3 (mixed) | Coef. | 0.73 | 0.46 | 1.58 | 0.119 | 0.69 | 0.43 | 1.61 | 0.112 | 0.87 | 0.40 | 2.16 | 0.035 |
| Outcome (psychological) | Outcome_1 (performance) | Coef. | -0.47 | 0.63 | -0.75 | 0.459 | -0.33 | 0.76 | -0.43 | 0.667 |
| Outcome (psychological) | Outcome_3 (behavioral) | Coef. | -0.67 | 0.81 | -0.83 | 0.411 | 0.33 | 0.83 | 0.40 | 0.69 |
| Region (North America) | Region_1 (Europe) | Coef. | -0.20 | 0.71 | -0.28 | 0.784 | -0.66 | 0.95 | -0.70 | 0.489 |</p>
<table>
<thead>
<tr>
<th>Region (North America)</th>
<th>Region_3 (Australasia)</th>
<th>-0.98</th>
<th>0.62</th>
<th>-1.58</th>
<th>0.12</th>
<th>-0.72</th>
<th>0.43</th>
<th>-1.66</th>
<th>0.101</th>
<th>-1.30</th>
<th>0.73</th>
<th>-1.79</th>
<th>0.078</th>
</tr>
</thead>
<tbody>
<tr>
<td>Athlete age (youth)</td>
<td>Participants_adult_1_youth_(adult)</td>
<td>0.13</td>
<td>0.50</td>
<td>0.26</td>
<td>0.794</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.64</td>
<td>0.99</td>
<td>-0.65</td>
<td>0.519</td>
</tr>
<tr>
<td>Procedural reliability (No)</td>
<td>Procedural_reliability_yes_1 (Yes)</td>
<td>-0.99</td>
<td>0.58</td>
<td>-1.71</td>
<td>0.092</td>
<td>-1.19</td>
<td>0.50</td>
<td>-2.39</td>
<td>0.02</td>
<td>-1.25</td>
<td>0.51</td>
<td>-2.46</td>
<td>0.017</td>
</tr>
<tr>
<td>Years</td>
<td>Year</td>
<td>-</td>
<td>8.73</td>
<td>-1.16</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>10.41</td>
<td>-1.36</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.16</td>
<td>0.003</td>
<td>0.02</td>
<td>1.16</td>
<td>0.251</td>
<td></td>
<td></td>
<td></td>
<td>14.16</td>
<td>0.004</td>
<td>1.36</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1020</td>
<td>8741.</td>
<td>1.17</td>
<td>0.248</td>
<td>5.18</td>
<td>0.92</td>
<td>5.61</td>
<td>0.000</td>
<td>1419</td>
<td>1042</td>
<td>1.36</td>
<td>0.178</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.29</td>
<td>04</td>
<td></td>
<td></td>
<td>5.49</td>
<td>0.87</td>
<td>6.33</td>
<td>0.000</td>
<td>9.42</td>
<td>4.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>_cons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Ramsey RESET test**  
H0: model has no omitted variables.  
\( F(3, 524) = 3.61 \)  
\( \text{Prob} > F = 0.013 \)  
Mean VIF: 25634.71

**Ramsey RESET test**  
H0: model has no omitted variables.  
\( F(3, 525) = 2.31 \)  
\( \text{Prob} > F = 0.075 \)  
Mean VIF: 1.20

**Ramsey RESET test**  
H0: model has no omitted variables.  
\( F(3, 53) = 3.53 \)  
\( \text{Prob} > F = 0.0148 \)  
Mean VIF: 30771.34

**Ramsey RESET test**  
H0: model has no omitted variables.  
\( F(3, 555) = 2.49 \)  
\( \text{Prob} > F = 0.0596 \)  
Mean VIF: 1.09

Note: Those highlighted in grey scale are significant at \( p < .10 \)
### Table 5
*Authentic effect sizes from the parsimonious models*

<table>
<thead>
<tr>
<th>Square root of observations, percentile</th>
<th>Weighted</th>
<th>Unweighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.13***</td>
<td>3.72***</td>
</tr>
<tr>
<td>25</td>
<td>2.76***</td>
<td>3.48***</td>
</tr>
<tr>
<td>Mean</td>
<td>2.40***</td>
<td>2.83***</td>
</tr>
<tr>
<td>75</td>
<td>2.08***</td>
<td>2.44***</td>
</tr>
<tr>
<td>90</td>
<td>1.56***</td>
<td>1.69***</td>
</tr>
</tbody>
</table>

Note. *** denotes $p < 0.01$ (i.e., statistically significant at the one per cent level)