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Abstract—In this paper, we propose a novel Virtual Multiple-Input–Multiple-Output (VMIMO) architecture based on the concept of Spatial Modulation (SM). Using a dual-hop and Decode-and-Forward protocol, we form a distributed system, called Dual-Hop Hybrid SM (DH-HSM). DH-HSM conveys information from a Source Node (SN) to a Destination Node (DN) via multiple Relay Nodes (RNs). The spatial position of the RNs is exploited for transferring information in addition to, or even without, a conventional symbol. In order to increase the performance of our architecture, while keeping the complexity of the RNs and DN low, we employ linear precoding using Channel State Information (CSI) at the SN. In this way, we form a Receive-Spatial Modulation (R-SM) pattern from the SN to the RNs, which is able to employ a centralized coordinated or a distributed uncoordinated detection algorithm at the RNs. In addition, we focus on the SN and propose two regularized linear precoding methods that employ realistic Imperfect Channel State Information at the Transmitter. The power of each precoder is analyzed theoretically. Using the Bit Error Rate (BER) metric, we evaluate our architecture against the following benchmark systems: 1) single relay; 2) best relay selection; 3) distributed Space Time Block Coding (STBC) VMIMO scheme; and 4) the direct communication link. We show that DH-HSM is able to achieve significant Signal-to-Noise Ratio (SNR) gains, which can be as high as 10.5 dB for a very large scale system setup. In order to verify our simulation results, we propose an analytical framework for the evaluation of the Average Bit Error Probability (ABEP).

Index Terms—MIMO, spatial modulation, linear precoding, relays, decode-and-forward.

I. INTRODUCTION

O VER the recent years Multiple-Input–Multiple-Output (MIMO) communication has attracted a tremendous attention from both the academia and industry. The deployment of multi-antenna elements, at both communicating ends, is considered to be an excellent candidate solution for the future spectrally efficient wireless networks. MIMO communication offers increased data rate without the need of any further radio resources [1].

Unfortunately, MIMO comes with the major disadvantage of increased hardware complexity. Multi-antenna elements require multiple Radio Frequency (RF) chains (usually equal to the number of the employed antennas). In addition, most of the time, optimum Maximum Likelihood (ML) detection at the receiver has an exponential complexity increase with the number of receive (or transmit) antennas [2]. Other major drawbacks of MIMO are the high energy consumption due to the increased number of RF chains [3] and the complex signal processing techniques.

In order to overcome the previous native problems of MIMO, research has focused on Virtual MIMO (VMIMO) systems. The main rationale behind VMIMO is to promote low complexity system implementation by combining MIMO and relay techniques. Due to the broad nature of VMIMO, there is a wide range of designs proposed in the literature. From the MIMO point of view, there are designs that achieve diversity gains [4], multiplexing gains [5], beamforming gains [6], or a combination of them. Moreover, from the relays’ point of view, there are several communication protocols. The most famous protocols are Amplify-and-Forward (AF) [6], Decode-and-Forward (DF) [4], Compress-and-Forward (CF) [7], and Estimate-and-Forward (EF) [8]. Furthermore, the previous protocols are applied in two [9] or multiple hops [4].

A. Related Work and Motivation

A new open-loop MIMO scheme that enjoys a single RF chain configuration at the transmitter and successfully treats the inherent problems of MIMO is Spatial Modulation (SM) [10]–[12]. SM is a single RF chain scheme, which is able to employ an optimum single-stream ML detector. In following we summarize the main advantages of SM: i) SM is able to achieve a multiplexing gain with the activation of a single transmit antenna; ii) SM does not require Inter-Antenna Synchronization (IAS) at the transmitter; iii) the complexity of the transmitter...
does not scale significantly with the increase of antennas; and iv) SM offers increased energy efficiency. Especially, in terms of energy efficiency (bits/J), [3] show that the single RF chain configuration of SM results into significant benefits. We note that an important low-complexity and low-rate variation of SM, called Space Shift Keying (SSK) is proposed in [13]. The first real system implementation of SM is presented in [14]. Furthermore, the performance of SM under real channel measurements is performed in [15], [16]. A complete introduction on SM is provided in [17].

Until recently, MIMO precoding using Channel State Information at the Transmitter (CSIT) has been used either for the simplification of the receiver and receive power consuming benefits, or capacity gains, or the formation of Space Division Multiple Access (SDMA) schemes. In [18], MIMO precoding is used in a totally different way. Using Zero Forcing (ZF) or Minimum Mean Square Error (MMSE) precoding and the appropriate signal formation, a SM-like scheme is formed. For reasons of simplicity and in agreement with [19], we use the name of Receive-Spatial Modulation (R-SM) for this scheme. R-SM applies the space modulation concept at the receiver side.

Over the recent years, there have been many schemes that extend the concept of SM/SSK to a VMIMO distributed scenario, both for the AF and DF protocols. The authors of [20] study the performance analysis of a SSK-based AF relay network. In [21], using the idea of SSK, a cooperative transmission scheme is considered, both for the AF and DF protocols. The generalization of SSK in a two-way AF relays network is conducted in [22]. The adoption of SSK in a DF cooperative system is considered in [23]. Furthermore, the extension of SSK to a multi-branch and multi-hop scenario is studied in [24]. Moreover, the extension of Space Time Shift Keying (STSK) [25], which is a novel SM-like scheme, in a distributed VMIMO scenario is conducted in [26].

In [27], multi-antenna elements are deployed in such a way that form a dual hop scheme based on SM. The application of distributed SM to the uplink is studied in [28]. Also, [29] proposes a SSK scheme again for the uplink. In [30], using the ergodic capacity and the outage probability, it is shown that space modulation VMIMO schemes are able to achieve high throughput. Another extension of SM in a low complexity cooperative DF VMIMO architecture is conducted in [31]. The integration of Space Time Block Coding (STBC) in a distributed SM system is done in [32].

Unfortunately, all distributed and uncoded space modulation VMIMO schemes that employ multiple uncoordinated Relay Nodes (RNs) suffer from the erroneous activation of multiple RNs during the relaying phase. Thus, a Bit Error Rate (BER) performance degradation occurs. In order to overcome this problem, three strategies are followed in the literature: i) coordination between the RNs in order to ensure the activation of a single RN [33] (which is similar to the scenario of a single RN with multiple antennas [27]); ii) block-based transmission which allows the use of error correction codes at the RNs [21], [24]; and iii) advanced and error-aware detection techniques at the Destination Node (DN), which usually results in high complexity [28], [32].

B. Contributions and Outcomes

Against this background, we aim to propose and study an architecture which is suitable for the downlink. Motivated by the concept of VMIMO and the potential of SM/R-SM, we propose a non-cooperative relay architecture based on SM/R-SM. Using a half-duplex DF protocol we propose a scheme that achieves information conveyance using R-SM [19] in the first hop and SM [12] in the second hop. In this way, a Dual-Hop Hybrid Spatial Modulation (DH-HSM) system is formed. The term Hybrid Spatial Modulation (HSM) stems from the fact that our architecture employs R-SM in the first hop and SM in the second hop. The RNs are able to employ a Centralized Detection (CD) or a Distributed Detection (DD) algorithm, depending on their ability to coordinate. DH-HSM conveys information by extending the novel transmission mechanism of SM in a distributed framework.

In order to practically solve or reduce the problem of the activation of multiple RNs, without affecting the complexity of the RNs or the DN, we carefully design the transmission mode of the first hop. We use MIMO linear precoding with CSIT. In this way, we practically eliminate or reduce the effect of the wireless channel and offer significant receive Signal-to-Noise Ratio (SNR) gains at the RNs.

We consider realistic Imperfect-CSIT (I-CSIT) at the Source Node (SN) and propose two regularized linear precoding methods. The first precoder is obtained using statistical I-CSIT, while the second precoder employs worst-case I-CSIT. Furthermore, using an analytical framework, we study the instantaneous and the average power of all precoders used in this paper.

The evaluation of DH-HSM against the State-of-the-Art (SotA) is conducted using the metric of the Bit Error Rate (BER). The benchmark systems that we employ are the: i) single relay, ii) best relay selection, and iii) distributed STBC dual hop architectures, and iv) the direct communication link. Even though the comparison of DH-HSM with the best relay selection and distributed STBC is not fair for DH-HSM, our architecture is able to achieve significant BER gains in the majority of the system setups. We show that the gain of DH-HSM over the best relay selection scheme can reach up to 9 dB for BER = 10^{-4} and a very large scale system setup. Finally, in order to validate the obtained simulation results, we analyze the Average Bit Error Probability (ABEP) using the well known union bound method [34]. We emphasize that the derivation of the ABEP is conducted both for the CD and DD algorithms at the RNs.

The rest of the paper is organized as follows: Section II presents the system model of the proposed architecture when the RNs employ CD. Section III concentrates at the SN and proposes two precoding methods that take into account I-CSIT at the SN. In addition, the same section provides a mathematical analysis of the instantaneous and average transmit power of the SN. In order to avoid coordination between the RNs, in Section IV we propose a DD algorithm which can be independently executed by the RNs. The derivation of the ABEP of our architecture is presented in Section V. Section VI provides results that evaluate the performance of the proposed scheme and precoding methods. Finally, we conclude this paper in Section VII.
Notation: In the following, lowercase bold letters denote vectors and uppercase bold letters denote matrices. \( (\cdot)^T, (\cdot)^H \), \( \text{tr}(\cdot) \) and \( A^{1/2} \) denote transpose, Hermitian transpose, matrix trace and the square root of \( A \), respectively. The Kronecker product is denoted as \( \otimes \). || \cdot \||_2 \) represents the Euclidean norm, while \( || \cdot ||_F \) stands for the Frobenius norm. \( \text{diag}(a_1, \ldots, a_n) \) represents a diagonal matrix whose main diagonal includes the elements \( a_1, \ldots, a_n \). \( E[\cdot] \) is the mean value of a Random Variable (RV). A complex Gaussian distribution with mean \( m \) and variance \( \sigma^2 \) is represented as \( \mathcal{CN}(m, \sigma^2) \), where its real and imaginary part are independent and identically distributed (i.i.d.) Gaussian RV with distribution \( \mathcal{N}(m, \sigma^2 C_2/2) \). \( \text{Re}\{\cdot\} \) denotes the real part of a complex number or matrix.

II. SYSTEM MODEL

Fig. 1 shows the system model of the proposed DH-HSM architecture. We consider a Base Station (BS) equipped with \( N_t \) antennas which acts as the SN. Furthermore, we assume that our architecture includes \( N_R \) single antenna RNs connected with an error-free backhaul link. Later in Section IV, we extend our architecture in a distributed framework where there is no backhaul connection between the RNs. The DN can be considered as a single or multi-antenna node (with \( N_D \) antennas).

In addition, we assume that there is no direct link between the SN and the DN due to the poor channel condition. The SN acquires CSIT using either the reciprocity principle when it is possible or using a low-rate feedback link from the relays. The DN acquires CSI using a training sequence transmitted from the RNs. Especially, when Time Division Duplexing (TDD) is employed, DH-HSM is able to supply the SN and the DN with Channel State Information (CSI) by transmitting a single training sequence from the RNs. In this section, we assume Perfect-CSIT (P-CSIT) at DN for the purpose of system presentation and in Section III we modify our architecture in order to operate under different practical scenarios of I-CSIT at the SN.

We configure our system with \( N_t \geq N_R \) and \( N_R \) equal to a power of 2. Under the assumptions that the transmitter employs a linear precoder and the wireless channel is flat quasi-static, the system equation of the first hop is expressed in a matrix form as:

\[
y_R = H_{SR}PDx + w_{SR}. \tag{1}
\]

In (1), \( y_R \) represents the \( N_R \times 1 \) received signal at the RNs in vector form. \( H_{SR} \in \mathbb{C}^{N_R \times N_t} \) represents the channel matrix which is assumed to distribute as \( H_{SR} \sim \mathcal{CN}(0, I) \). The \( N_t \times N_R \) linear precoder is denoted as \( P \). \( D \) is a \( N_R \times N_R \) diagonal matrix which is used to ensure that the transmitted power is not amplified by the precoder. The \( i \)-th element of the main diagonal of \( D \) is equal to \( d_i = \sqrt{1/||p_i||^2_2} \), where \( p_i \) is the \( i \)-th column of \( P \). In this way, each column of the normalized precoder \( P_n = PD \) is constrained to have unity power. Furthermore, \( x \) represents the transmitting symbol vector. In this paper, we set the elements of \( x \) such that \( E[|x|^2] = 1 \). Finally, \( w_{SR} \in \mathbb{C}^{N_R} \) denotes the i.i.d. additive complex Gaussian noise with \( w_{SR} \sim \mathcal{CN}(0, \sigma^2 C_{SR}) \). We note that due to the use of the linear precoder \( P \), the DN requires multiple \( (N_t) \) RF chains.

In this paper, under the assumption of P-CSIT at the SN, we focus on two types of linear precoding: i) ZF and ii) MMSE. In traditional MIMO schemes, ZF (Bezout) precoding is a suboptimal method that offers a good trade-off between complexity and performance [35]. The main characteristic of ZF is the total elimination of the Inter-Channel Interference (ICI) at the receiver. However, ZF is a suboptimal method that offers a good trade-off between complexity and performance [35]. The main characteristic of ZF is the total elimination of the Inter-Channel Interference (ICI) at the receiver. However, ZF is a suboptimal method that offers a good trade-off between complexity and performance [35].

An alternative method, suitable for rank-deficient channel matrices, is MMSE (Regularized ZF) precoding. The MMSE is a suboptimal method that offers a good trade-off between complexity and performance [35]. The main characteristic of ZF is the total elimination of the Inter-Channel Interference (ICI) at the receiver.

In traditional MIMO schemes, ZF (Bezout) precoding is a suboptimal method that offers a good trade-off between complexity and performance [35]. The main characteristic of ZF is the total elimination of the Inter-Channel Interference (ICI) at the receiver. However, ZF is a suboptimal method that offers a good trade-off between complexity and performance [35]. The main characteristic of ZF is the total elimination of the Inter-Channel Interference (ICI) at the receiver. However, ZF is a suboptimal method that offers a good trade-off between complexity and performance [35].
$i = 1, \ldots, N_R$, is a $N_R \times 1$ vector, with all of its elements equal to zero except the $i$-th element which is equal to 1. The value of $i$ corresponds to the index of the receiving RN. The indices $i$ are allocated to the RNs in the Medium Access Layer (MAC). $s_k \in \{s_1, \ldots, s_M\}$ denotes the transmitted symbol selected from a conventional constellation. Hence, depending on the bits to be transmitted, $k_1 = \log_2 N_R$ bits are used for the selection of $i$ and $k_2 = \log_2 M$ bits are encoded using the constellation point $s_k$. In this way, $k_1 + k_2$ bits are transmitted from the SN to the RNs in a symbol period (first hop).

Under the assumption of ZF precoding using P-CSIT at the SN, the observation at each of the RNs is given as:

$$
\mathbf{y}_R = \mathbf{D}\mathbf{x} + \mathbf{w}_{SR}.
$$

If we take into account the sparsity of $\mathbf{x}$, (5) is written as:

$$
\begin{align*}
\mathbf{y}_R &= d_i s_k + \mathbf{w}_{SR}, \quad j = i, \\
\mathbf{y}_R &= \mathbf{w}_{SR}, \quad j \neq i,
\end{align*}
$$

where $j = 1, \ldots, N_R$.

Due to the fact that the RNs communicate via a backhaul-link, we are able to employ the following centralized low-complexity ML detector:

$$
(i, \hat{s}_k) = \arg \min_{i,s_k} d_i^2 |s_k|^2 - 2d_i \text{Re} \{y_{Rj}^* s_k\}.
$$

As we can see from (7), the CSI that the R-SM detector requires is $d_i$, $i = 1, \ldots, N_R$. We note that (7) ensures the activation of a single RN during the second hop.

During the second slot, we apply a SM-like transmission at which only the receiving RN from the previous slot is activated. This RN acts as a single antenna in a conventional co-located SM system. In this way, the system equation of the RNs–DN link is given as:

$$
\mathbf{y}_D = \mathbf{H}_{RD}\mathbf{x}(i, \hat{s}_k) + \mathbf{w}_{RD},
$$

where $\mathbf{H}_{RD} \sim \mathcal{CN}(0, \mathbf{I})$ stands for the $N_D \times N_R$ RNs–DN wireless channel, $\mathbf{x}(i, \hat{s}_k) = \mathbf{e}_i \hat{s}_k$ is the $N_R \times 1$ vectorized detected symbol from the previous slot. Moreover, $\mathbf{w}_{RD} \in \mathcal{CN}^{N_D}$ is the i.i.d. additive complex Gaussian noise with $\mathbf{w}_{RD} \sim \mathcal{CN}(0, \sigma_{\mathbf{w}_{RD}}^2)$. Finally, $\mathbf{y}_D$ stands for the received signal at the DN. The optimal ML detection for SM is given in [11]

$$
(i, \hat{s}_k) = \arg \min_{i,s_k} \|\mathbf{y}_D - \mathbf{H}_{RD}\mathbf{e}_i s_k\|^2.
$$

Hence, in this way, we form a dual-hop architecture which conveys $k_1 + k_2/2$ bits per symbol period (bpsp). We note that $k_1 + k_2$ is divided by two, because the transmitted bitstream requires two symbol periods to reach the DN.

A special case of the above transmission mechanism, called Dual-Hop Hybrid Space Shift Keying (DH-HSSK), is formed if we set $s_k = 1$. In such a scenario, the information is conveyed using only the index $i$ of the receiving RN.

III. LINEAR PRECODING AT THE SN USING PRACTICAL SCENARIOS OF I-CSIT

When P-CSIT is available at the SN, the design of the precoding matrix $\mathbf{P}$ is trivial, as in Section II. Our aim in the next two subsections is to design the precoding matrix of (1) using I-CSIT.

A. Imperfect Channel Knowledge at the Transmitter

In practice, CSI is acquired by the receiver using a pilot sequence. Under the assumption that the channel does not change during one block of symbols, Channel State Information at the Receiver (CSIR) may be considered accurate. When the channel is rapidly varying, even CSIR is subjected to imperfections. At the transmitter side, CSI is acquired either using a low rate feedback from the receiver or using the reciprocity principle where is applicable (pure TDD). In the general case, channel imperfections at the transmitter side may occur because of: i) the channel estimation errors; ii) the quantization errors when a reverse feedback link is employed; and iii) the outdated version of CSIT (time varying channel).

Clearly, in practical scenarios the acquisition of perfect (accurate) CSI is either a very expensive or even an unrealistic process. Hence, there is a high need for designs that take into account channel imperfections. A widely used channel model, that captures channel imperfections, expresses the channel matrix as [37],

$$
\mathbf{H}_{SR} = \bar{\mathbf{H}}_{SR} + \mathbf{H}_{SR}.
$$

In (10), $\mathbf{H}_{SR}$ represents the long term channel evolution which can be accurately acquired by the transmitter. Moreover, $\mathbf{H}_{SR}$ denotes the channel for which only some kind of statistical or worst-case knowledge is considered possible. A common assumption is to model the long term channel evolution as $\mathbf{H}_{SR} \sim \mathcal{CN}(0, \sigma_{\mathbf{H}_{SR}}^2 \mathbf{I})$, while $\mathbf{H}_{SR} \sim \mathcal{CN}(0, \sigma_{\mathbf{H}_{SR}}^2 \mathbf{I})$. We note that each element of $\mathbf{H}_{SR}$ remains constant over a block of symbols. However, the elements of $\mathbf{H}_{SR}$ change every symbol period. $\mathbf{H}_{SR}$ denotes the instantaneous channel matrix. Finally, in order to avoid any power amplification due to the wireless channel, we assume $\sigma_{\mathbf{H}_{SR}}^2 + \sigma_{\mathbf{H}_{SR}}^2 = 1$.

In the following two subsections, we design the precoding matrix $\mathbf{P}$ at the SN using two methods from optimization theory, Stochastic Robust Approximation (SRA) and Worst-Case Robust Approximation (WCRA) [38]. SRA follows a statistical approach and solves the resulting minimization problems over their expectation. In contrast, WCRA is a worst-case method and solves the same minimization problems assuming that $\|\mathbf{H}_{SR}\|_2 \leq \alpha$. We note that both approaches employ I-CSIT in a statistical or scalar form which does not change rapidly over time.

B. Objective Function

In this subsection, we present the objective function that we minimize in order to design the precoding matrix $\mathbf{P}$ using I-CSIT. When P-CSIT is available, the ZF precoding matrix of (1) is just the pseudo-inverse matrix of $\mathbf{H}_{SR}$. An alternative
way to obtain the ZF precoder is to solve the following \( N_R \) minimization problems:

\[
\min_{\mathbf{p}_l} \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2^2, \quad \forall l = 1, \ldots, N_R, \tag{11}
\]

where \( \mathbf{e}_l \) is the \( l \)-th column of the identity matrix \( \mathbf{I}_{N_R,N_R} = [\mathbf{e}_1, \ldots, \mathbf{e}_{N_R}] \).

### C. ZF-Like Precoding Based on SRA

When SRA is employed, the minimization problems of (11) are solved over their expectation [38]

\[
\min_{\mathbf{p}_l} \mathbb{E} \left[ \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2^2 \right], \quad \forall l = 1, \ldots, N_R. \tag{12}
\]

If we use the fact that the MIMO channel can be written as in (10), where \( \mathbb{E}[\mathbf{H}_{SR}] = 0 \), (12) can be reformulated as:

\[
\min_{\mathbf{p}_l} \left\{ \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2^2 + \mathbf{p}_l^H \mathbb{E} \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} \right] \mathbf{p}_l \right\}, \tag{13}
\]

which is obviously a convex optimization problem (sum of quadratic functions). Thus, the solution can be achieved by setting its gradient equal to zero. In this case, the analytical solution is written as:

\[
\mathbf{p}_l = \left( \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \mathbb{E} \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} \right] \right)^{-1} \mathbf{H}_{SR}^H \mathbf{e}_l, \tag{14}
\]

or

\[
\mathbf{P}_{SRA} = \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \mathbb{E} \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} \right] \right]^{-1} \mathbf{H}_{SR}^H \mathbf{e}_l, \tag{15}
\]

in a collective matrix form. A careful look in \( \mathbb{E}[\mathbf{H}_{SR}^H \mathbf{H}_{SR}] \) reveals its structured form. For example, when \( \mathbf{H}_{SR} \) is uncorrelated, we have:

\[
\mathbb{E} \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} \right] = N_R \sigma^2_{H_{SR}} \mathbf{I}_{N_t,N_t}. \tag{16}
\]

Thus, the computation of the previous quantity requires only the knowledge of \( \sigma^2_{H_{SR}} \), which is scalar.

### D. ZF-Like Precoding Based on WCRA

When WCRA is utilized, the MIMO wireless channel is expressed as the non-empty and bounded set \( \Phi \subseteq \mathbb{C}^{N_R,N_t} \). Here, \( \Phi \) represents all the possible values of the channel matrix \( \mathbf{H}_{SR} \). Given a feasible precoding vector \( \mathbf{p}_l \), the worst case error can be formulated as \( e_{wc}(\mathbf{p}_l) = \sup \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2 \| \mathbf{H} \in \Phi \). Our aim in this subsection is to design a precoder that minimizes the worst case error \( e_{wc}(\mathbf{p}_l) \). Under this aim, the minimization problem can be formulated as:

\[
\min \sup_{\mathbf{p}_l} \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2 \quad \forall \mathbf{H}_{SR} \in \Phi \quad \forall l = 1, \ldots, N_R. \tag{17}
\]

In this paper, we employ the Norm Bound Error (NBE) method from [38]. In NBE, the uncertainty of \( \mathbf{H}_{SR} \) is considered within a norm ball of radius \( \alpha \). Thus, the set \( \Phi \) is written as:

\[
\Phi = \left\{ \mathbf{H}_{SR} = \tilde{\mathbf{H}}_{SR} + \mathbf{H}_{SR} \| \mathbf{H}_{SR} \|_2 \leq \alpha \right\},
\]

where \( \alpha > 0 \). Let

\[
e_{wc}^{NBE}(\mathbf{p}_l) = \sup \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l + \tilde{\mathbf{H}}_{SR} \mathbf{p}_l \|_2 \| \mathbf{H}_{SR} \|_2 \leq \alpha\]

be the worst-case error given the precoding vector \( \mathbf{p}_l \). After some arithmetic manipulations, it is shown that \( e_{wc}^{NBE}(\mathbf{p}_l) \) is equal to

\[
e_{wc}^{NBE}(\mathbf{p}_l) = \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2 + \alpha \| \mathbf{p}_l \|_2
\]

and it is attained for \( \mathbf{H}_{SR} = \alpha \mathbf{u} \mathbf{v}^H \), where

\[
\mathbf{u} = \frac{\mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l}{\| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2} \text{ and } \mathbf{v} = \frac{\mathbf{p}_l}{\| \mathbf{p}_l \|_2}
\]
given that

\[
\mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \neq 0 \text{ and } \mathbf{p}_l \neq 0.
\]

Thus, the minimization problem of (17) can be reformulated as:

\[
\min_{\mathbf{p}_l} \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2 + \alpha \| \mathbf{p}_l \|_2. \tag{18}
\]

The minimization problems of (18) can be transformed to:

\[
\min_{\{t_1,t_2\}} t_1 + at_2
\]

subject to \( \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2 \leq t_1, \| \mathbf{p}_l \|_2 \leq t_2, \tag{19}\)

which is solved as a Second Order Cone Programming (SOCP) problem using the interior point method [38]. Alternatively, (18) can be transformed in a TR form as:

\[
\min_{\mathbf{p}_l} \| \mathbf{H}_{SR} \mathbf{p}_l - \mathbf{e}_l \|_2^2 + \beta \| \mathbf{p}_l \|_2^2, \tag{20}\]

for some value of \( \beta [38]\).

Again, (20) is convex because \( e_{wc}^{NBE}(\mathbf{p}_l) \) is the sum of quadratic functions. Thus, the solution can be reached using the gradient condition and is written as:

\[
\mathbf{p}_l = \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \beta \mathbf{I} \right]^{-1} \mathbf{H}_{SR}^H \mathbf{e}_l. \tag{21}\]

The collective matrix form of the WCRA precoder is expressed as:

\[
\mathbf{P}_{WCRA} = \left[ \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \beta \mathbf{I} \right]^{-1} \mathbf{H}_{SR}^H. \tag{22}\]

### E. Precoding in the Presence of Transmit and Receive Space Correlations

The problems of (13) and (20) are different forms of Tikhonov Regularization (TR) [38]. A valuable property of TR theory is that it does not pose any rank restriction on the involved matrices \( \mathbf{H}_{SR} \) and \( \mathbf{H}_{SR}^H \) as long as the matrices \( \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \mathbb{E}[\mathbf{H}_{SR}^H \mathbf{H}_{SR}] \) and \( \mathbf{H}_{SR}^H \mathbf{H}_{SR} + \beta \mathbf{I} \) are positive.
definite [38]. Thus, our analytical solutions of (15) and (22) may enjoy the additional merit of being applicable to spatially correlated channels.

In this paper, we employ the Kronecker correlation model [39]. According to this correlation model, the MIMO channel can be rewritten as:

\[ \mathbf{H}_{SR} = \mathbf{R}_R^{1/2} \mathbf{H}_w \left( \mathbf{R}_T^{1/2} \right)^T, \]  
(23)

where \( \mathbf{H}_w \sim \mathcal{CN}(0, \mathbf{I}) \). \( \mathbf{R}_T \) and \( \mathbf{R}_R \) represent the transmit and receive spatial correlation matrices, respectively. In this case the wireless channel is distributed as \( \mathbf{H}_{SR} \sim \mathcal{CN}(0, \mathbf{R}_T \otimes \mathbf{R}_R) \). Usually, the entries of the spatial correlation matrices \( \mathbf{R}_R \) and \( \mathbf{R}_T \) are generated using an exponential model with \( \mathbf{R}_T(i, j) = \rho_T^{i-j} \) and \( \mathbf{R}_R(i, j) = \rho_R^{i-j} \), where \( 0 \leq \rho_T, \rho_R \leq 1 \). Values of \( \rho_T \) and \( \rho_R \) close to 0 mean low correlation, whereas values close to 1 mean high correlations.

If we combine the Kronecker correlation model of (23) with the model of I-CSIT described in Section III-A, the MIMO channel is expressed as:

\[ \mathbf{H}_{SR} = \mathbf{R}_R^{1/2} \left( \mathbf{H}_{SR} + \bar{\mathbf{H}}_{SR} \right) \left( \mathbf{R}_T^{1/2} \right)^T. \]  
(24)

Here, the matrix \( \mathbf{R}_R^{1/2} \bar{\mathbf{H}}_{SR} (\mathbf{R}_T^{1/2})^T \) represents the fully known part of the channel and the matrix \( \mathbf{R}_R^{1/2} \mathbf{H}_{SR} (\mathbf{R}_T^{1/2})^T \) represents the channel uncertainty.

The inspection of (15) and (22) reveals that only the analytical form of the design based on SRA is affected by the correlated channel. This is because SRA requires the computation of \( \mathbb{E}[\mathbf{H}_{SR}^H \bar{\mathbf{H}}_{SR}] \). After some arithmetic manipulations this quantity is expressed as:

\[ \mathbb{E}[\mathbf{H}_{SR}^H \bar{\mathbf{H}}_{SR}] = \sigma^2_{\mathbf{H}_{SR}} \text{tr}(\mathbf{R}_R) \mathbf{R}_T^{1/2} \left( \mathbf{R}_T^{1/2} \right)^T. \]  
(25)

\[ \frac{\text{tr}(\mathbf{R}_R) \mathbf{R}_T}{\mathbf{H}_{SR}} \]

\[ \mathbf{H}_{SR} = \mathbf{U}\Sigma\mathbf{V}^H. \]  
(26)

\[ \mathbf{P}_{\text{SRA}} = \mathbf{V} \Sigma_{\text{SRA}} \mathbf{U}^H, \]  
(28)

\[ \|\mathbf{P}_{\text{SRA}}\|_F^2 = \text{tr}(\mathbf{P}_{\text{SRA}}^H \mathbf{P}_{\text{SRA}}) = \text{tr}(\mathbf{U} \Sigma_{\text{SRA}}^T \Sigma_{\text{SRA}} \mathbf{U}^H). \]  
(30)

\[ \theta_i = \frac{\bar{\sigma}_i}{\sigma_i^2 + N_R \sigma^2_{\mathbf{H}_{SR}}} \]  
(32)

\[ \mathbf{P}_{\text{WCRA}} = \mathbf{V} \Sigma_{\text{WCRA}} \mathbf{U}^H. \]  
(33)
where

\[ \Sigma_{W CRA} = \text{diag} \left( \frac{\bar{\sigma}_1}{\bar{\sigma}_1^2 + \beta}, \ldots, \frac{\bar{\sigma}_{N_R}}{\bar{\sigma}_{N_R}^2 + \beta} \right). \]  

(34)

The transmit power of WCRA is expressed as:

\[ \| P_{W CRA} \|^2_F = \sum_{i=1}^{N_R} \left( \frac{\bar{\sigma}_i}{\bar{\sigma}_i^2 + \beta} \right)^2 < N_R. \]  

(35)

Clearly, \( \| P_{W CRA} \|^2_F \) is also constrained because \( (\bar{\sigma}_i/\bar{\sigma}_i^2 + \beta) < 1 \) for every \( \{\bar{\sigma}_i, \beta\} > 0 \).

A careful inspection of (31) and (35) reveals that the channel uncertainty (in the form of \( \sigma_{H_{SR}}^2 \) for SRA and in the form of \( \beta \) for WCRA) acts as a regularization parameter which adjusts the transmitted power. When the channel uncertainty approaches to zero, both SRA and WCRA reduce to ZF precoding and the transmitted power is maximized up to the transmitted power of ZF precoding. In contrast, when the channel uncertainty is increased, the level of power transmission imposed by the transmitter is decreased. This means that when the channel knowledge at the transmitter becomes more inaccurate, the transmitter reduces the transmitted power in order to avoid further degradation.

In the next few lines, we express without proof (due to space limitation) the transmit power behavior of ZF and MMSE precoding when I-CSIT is available at the SN. Using a similar approach as previously, it is shown that the transmit power of ZF precoding is:

\[ \| P_{ZF} \|^2_F = \sum_{i=1}^{N_R} \frac{1}{\bar{\sigma}_i} \]  

(36)

and the transmit power of MMSE precoding is:

\[ \| P_{MMSE} \|^2_F = \sum_{i=1}^{N_R} \left( \frac{\bar{\sigma}_i}{\bar{\sigma}_i^2 + \mu} \right)^2. \]  

(37)

From (36), it is clear that the power transmission of ZF precoding is increased to unacceptable high levels when the channel is in deep fade (\( \bar{\sigma}_i^2 \to 0 \)). In contrast, for MMSE precoding it can be shown that the power transmission is constrained by \( \| P_{MMSE} \|^2_F < N_R \) because \( \bar{\sigma}_i/(\bar{\sigma}_i^2 + \mu) < 1, i = 1, \ldots, N_R \). A similar proof for the ZF and MMSE precoders is attained when the SN employs P-CSIT. In this case, the power transmission of the ZF and MMSE is given from (36) and (37) by replacing \( \bar{\sigma}_i \) with \( \sigma_i \), where the eigenvalues of \( H_{SR} \) are denoted as \( \sigma_i^2 \).

Finally, the inspection of (31), (35), and (37) shows that there is a relation between the transmission power of different precoding methods. It is easy to demonstrate, using the structure of the power transmission of each precoder, that MMSE imposes higher instantaneous power transmission than: i) SRA when \( \sigma_{H_{SR}}^2 > \mu/N_R \), and ii) WCRA when \( \beta > \mu \).

G. Average Transmit Power Analysis

In this subsection, we provide the analytical derivation of the average precoding power \( \bar{P}_s \) of the methods employed in this work when: i) I-CSIT is available and ii) \( D = I_{N_R, N_t} \).

The inspection of (31), (35)–(37) reveals that the instantaneous power of each precoder has the following structured form:

\[ \| P \|^2_F = \sum_{i=1}^{N_R} \left( \frac{\bar{\sigma}_i}{\bar{\sigma}_i^2 + \mu + \vartheta} \right)^2 = \sum_{i=1}^{N_R} \left( \frac{\sqrt{\lambda_i}}{\lambda_i + \vartheta} \right)^2. \]  

(38)

where, depending on the precoding method, \( \vartheta \) takes the following values: i) \( \vartheta = 0 \) for ZF; ii) \( \vartheta = \mu \) for MMSE; iii) \( \vartheta = N_R\sigma_{H_{SR}}^2 \) for SRA; and iv) \( \vartheta = \beta \) for WCRA. In (38), for notational convenience, we substitute \( \sigma_i^2 \) with \( \lambda_i \).

The analytical derivation of the average power of all precoding methods is given as:

\[ \bar{P}_s = E \left[ \| P \|^2_F \right] = E_{\tau} \left[ \sum_{i=1}^{N_R} \left( \frac{\sqrt{\lambda_i}}{\lambda_i + \vartheta} \right)^2 \right], \]  

(39)

where \( \tau = [\lambda_1, \ldots, \lambda_{N_t}]^T \). It is not difficult to see that the random vector \( \tau \) contains the unordered eigenvalues of the Wishart matrix \( W = H_{SR}H_{SR}^H \sim \text{CW}(N_R, \Sigma_{H_{SR}}) \), where \( \text{CW}(N_R, \Sigma_{H_{SR}}) \) denotes a central complex Wishart distribution as defined in [40, eq. 2.6]. \( \Sigma_{H_{SR}} \) is the covariance matrix of \( H_{SR} \). In the following, we derive the expectation of (39) when the SN–RNs channel is: i) uncorrelated and ii) transmit correlated \((R_{t} = I_{N_R, N_t})\). The latter case corresponds to the scenario where the transmit antennas belongs to a single transmitter, while the receive antennas belong to RNs placed sufficiently apart.

1) Uncorrelated SN–RNs Channel: When the SN–RNs is uncorrelated and distributed as described in Section III-A, the covariance matrix of \( H_{SR} \) equals to \( \Sigma_{H_{SR}} = \sigma_{H_{SR}}^2 I \). Given that \( H_{SR} = \sqrt{\sigma_{H_{SR}}^2} H_w, \) where \( H_w \sim \text{CN}(0, I) \), the eigenvalues \( \lambda_i \) of \( H_{SR} \) can be rewritten as \( \lambda_i = \sqrt{\sigma_{H_{SR}}^2} \lambda_i \). Here, \( \lambda_i, i = 1, \ldots, N_R, \) represent the eigenvalues of \( H_w \).

If we take into account the previous relation and set: i) \( \tau = \sqrt{\sigma_{H_{SR}}^2} \tau \) and ii) \( \phi = \vartheta/\sqrt{\sigma_{H_{SR}}^2} \), after some manipulations, (39) is transformed to

\[ \bar{P}_s = \frac{1}{\sigma_{H_{SR}}^2} E_{\tau} \left[ \sum_{i=1}^{N_R} \frac{\lambda_i}{(\lambda_i + \phi)^2} \right] = \frac{N_R}{\sigma_{H_{SR}}^2} E_{\lambda} \left[ \frac{\lambda}{(\lambda + \phi)^2} \right]. \]  

(40)

In (40), \( \lambda \) denotes the unordered eigenvalues of the complex central Wishart matrix \( W = H_w H_w^H \). The marginal probability density function (p.d.f.) of \( \lambda \) is given in [40, eq. 2.23] as:

\[ f_\lambda(x) = \frac{1}{N_R} \sum_{k=0}^{N_R-1} \frac{k!}{(k + \Delta)!} \left( L_k^\Delta(x) \right)^2 x^\Delta e^{-x} H_0(x), \]  

(41)

where \( \Delta = N_t - N_R \), and

\[ L_k^\Delta(x) = \sum_{i=0}^{k} (-1)^i \left( \frac{x^{k + \Delta}}{k - i} \right) \]  

(42)
Here, $L_n^k(x)$ denotes the Laguerre polynomials of degree $k$. In addition, $H_0(x)$ is the Heaviside step function, for which it holds that $H_0(x) = 0$ for $x < 0$ and $H_0(x) = 1$ for $x \geq 0$.

Thus, if we evaluate the expectation

$$E_\lambda \left[ \frac{\lambda}{(\lambda + \phi)^2} \right] = \int_0^{\infty} \frac{x}{(x + \phi)^2} f_\lambda(x) dx$$

(43)

using (41) (in a lengthy procedure which is omitted due to space limitation), the average precoding power of (40) becomes:

$$P_s = \frac{1}{\sigma^2_{H_{SR}}} \sum_{k=0}^{N_R-1} \frac{k!}{(k + \Delta)!} \sum_{l=0}^k \frac{(-1)^{l+m}}{l!m!} \left( \frac{k + \Delta}{k - m} \right)^{n+1} \phi^n e^{\phi} \Gamma(-n, \phi) - \phi \Gamma(-n-1, \phi).$$

(44)

In (44), $n = l + m + \Delta$ and $\Gamma(\cdot, \cdot)$ denotes the incomplete gamma function defined in [41, p. 899].

2) Transmit Correlated SN–RNs Channel: The elaboration of (39) gives that:

$$P_s = E_\lambda \left[ \frac{N_R}{\lambda_i + \phi} \right]^2 = N_R E_\lambda \left[ \frac{\lambda}{(\lambda + \phi)^2} \right]$$

(45)

where $\lambda$ is the unordered eigenvalues of the complex central Wishart matrix $\mathbf{W} = \mathbf{H}_{SR}^H \mathbf{H}_{SR}^T$. Clearly, the evaluation of (45) requires the marginal p.d.f. of $\lambda$, which is derived below.

The presence of only transmit space correlation in the wireless channel determines that $\mathbf{H}_{SR} = \mathbf{H}_w (\mathbf{R}_T^{1/2})^T$, where $\mathbf{R}_T^{1/2} = \sqrt{\frac{\sigma^2_{H_{SR}}}{(\mathbf{R}_T^{1/2})^T}}$. Thus, $\mathbf{H}_{SR}$ is distributed according to the following complex Gaussian distribution $\mathbf{H}_{SR} \sim \mathcal{CN}(0, \mathbf{R}_T \otimes \mathbf{I}_{N_R,N_R})$. In this case, the complex central Wishart matrix $\mathbf{W}$ is distributed as $\mathcal{CW}(N_R, \mathbf{R}_T)$. For this reason, as it is shown in [42], the marginal p.d.f. of $\lambda$ equals to:

$$f_\lambda(x) = K \sum_{i=1}^{N_R} \sum_{j=1}^{N_R} \alpha_i^{q-1} \alpha_j^{q-1} \frac{\alpha_i^{q-1} \alpha_j^{q-1}}{\alpha_i^{q-1} + \alpha_j^{q-1}} \left[ \psi^{-1}_{k,l} \alpha_i^{-k-1} \alpha_j^{-l-1} e^{\psi^{-1}_{k,l}} \right] - \sum_{i=1}^{q} \sum_{k=1}^{q} \psi^{-1}_{k,l} \alpha_i^{-k-1} \alpha_j^{-l-1} e^{\psi^{-1}_{k,l}} \right] \frac{\alpha_i^{-k-1} \alpha_j^{-l-1}}{\alpha_i^{q-1} + \alpha_j^{q-1}} \right] H_0(x),$$

(46)

where $q = N_t - N_R$ and

$$K = \frac{\det(\Psi)}{N_R \prod_{l=1}^{N_R} (\alpha_l - \alpha_k \prod_{l=1}^{N_R-1} l! \right).$$

$\Psi$ is the following $q \times q$ Vandermonde matrix

$$\Psi = \begin{bmatrix} 1 & \alpha_1 & \cdots & \alpha_1^{q-1} \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \alpha_q & \cdots & \alpha_q^{q-1} \end{bmatrix}.$$
Given that $d_j s_k$ is precomputed and stored in the memory before the beginning of transmission, the computational complexity of (51) at each RN is just one complex subtraction per iteration.

Clearly, the independent execution of the detector of (51) at each RN could result into the activation of multiple RNs during the second hop. In the other extreme case, the distributed detectors of (51) of all RNs could detect the zero symbol $s_q$. When this extreme case occurs, all the RNs remain silent and no symbol is relayed to the DN. Due to the fact that the DN is unaware of this situation, its detector decides randomly based only on the ever present Gaussian noise.

In the literature, these problems are treated using error-aware detection at the DN [28], [32], which increases the complexity of the DN. In order to keep the complexity of the DN low, we decide to ignore the phenomenon of the activation of multiple RNs. Though, as it is demonstrated in Section VI, our DD algorithm benefits from the linear precoding at the SN, which results in high SNR gains at the RNs. Thus, the probability of activating multiple RNs is reduced. Because of this, practically and in most scenarios, either there is no performance difference from the CD algorithm, or there is a small BER penalty.

In (52), $\gamma_1$ and $\gamma_2$ denotes the SNRs of the first and the second hop, respectively. $P_{CD}(\gamma_1, \gamma_2)$ is the end-to-end ABEP, given $\gamma_1$ and $\gamma_2$. Furthermore, $P_1(\gamma_1)$ and $P_2(\gamma_2)$ represents the ABEP of the first and second hop, respectively. It is not difficult to see that $P_1(\gamma_1)$ and $P_2(\gamma_2)$ are the ABEP of R-SM and SM, respectively. The ABEP of SM is widely studied in the literature [10], [11], [46], [47]. However, the ABEP of R-SM is a challenging problem, due to the use of ZF precoding [43].

We begin with the derivation of the ABEP of the first hop (ABEP of R-SM). We have to evaluate the Pairwise Error Probability (PEP) of transmitting $x$ at the RN and receiving $\hat{x}$ at the RNs. This is done for all possible combinations of $x, \hat{x} \in \mathcal{A}_1 = \{e_i s_k | i \in \{1, \ldots, N_R \} \cap k \in \{1, \ldots, M \} \}$ and $x \neq \hat{x}$.

Given that (50) holds and the ML detector selects the symbol $x$ which minimizes the quantity $||y_R - D x||_2^2$, a symbol error occurs when $\mathcal{E} = \{ ||y_R - D x||_2^2 > ||y_R - D x||_2^2 \}$. If we set $c = x - \hat{x}$ and elaborate $\mathcal{E}$, it can be shown that $\mathcal{E} = \{ -\sum_{i=1}^{N_R} d_i \text{Re}(c_i^* w_{SR}) > (e^{H D^2 c}) \}$, where $c_i$ and $w_{SR}$ are the elements of $c$ and $w_{SR}$, respectively. If we consider that $-\sum_{i=1}^{N_R} d_i \text{Re}(c_i^* w_{SR}) \sim \mathcal{N}(0, (\sigma_{w_{SR}}^2/2) e^{H D^2 c})$, it is shown that the instantaneous PEP conditioned on $D^2$ is expressed as:

$$P_{R-SM}(x \rightarrow \hat{x}|D^2) = Q \left( \sqrt{\frac{e^{H D^2 c}}{2 \gamma_1}} \right), \quad (53)$$

where $\gamma_1 = 1/\sigma_{w_{SR}}^2$ and $Q(\cdot)$ is the $Q$-function. We are interested in deriving the PEP by averaging (53) over all possible realizations of $D^2$:

$$P_{R-SM}(x \rightarrow \hat{x}) = E_{D^2} \left[ Q \left( \sqrt{\frac{e^{H D^2 c}}{2 \gamma_1}} \right) \right]. \quad (54)$$

Just like SM, in R-SM there are three possible types of symbol errors: i) signal errors denoted as $\mathcal{E}_1 = \{ x \rightarrow \hat{x} | \{ s_k \rightarrow \hat{s}_k, e_i \rightarrow e_i^* \} \}$; ii) space errors denoted as $\mathcal{E}_2 = \{ x \rightarrow \hat{x} | \{ s_k \rightarrow s_k, e_i \rightarrow e_i^* \} \}$; iii) joint signal and space errors denoted as $\mathcal{E}_3 = \{ x \rightarrow \hat{x} | \{ s_k \rightarrow \hat{s}_k, e_i \rightarrow e_i^* \} \}$. A signal error occurs when the receiving antenna (represented by $e_i$) is correctly detected, while the transmitted symbol $s_k$ is incorrectly detected. In contrast, a space error takes place when $s_k$ is correctly detected and the receiving antenna is incorrectly detected. Finally, the incorrect detection of $s_k$ and $e_i$ creates a joint symbol error. Thus, depending on the type of the R-SM symbol error, the RV $z = e^{H D^2 c}$ takes the following form:

$$z = \begin{cases} |s_k - \hat{s}_k|^2 + d_i^2, & \text{for } \mathcal{E}_1, \\ |s_k|^2 + d_i^2, & \text{for } \mathcal{E}_2, \\ |s_k|^2 |d_i|^2 + |\hat{s}_k|^2 |d_i|^2, & \text{for } \mathcal{E}_3. \end{cases} \quad (55a,b,c)$$

As we see from (55a)–(55c), $z$ depends on the RVs $d_i^2, i = 1, \ldots, N_R$. Thus, before continuing with the evaluation of (54), let us provide the p.d.f. of $d_i^2, i = 1, \ldots, N_R$, which is fundamental for our proof. For ZF precoding, it holds that:

$$d_i^2 = \frac{1}{(H_{SR}^H H_{SR})^{-1}}_{ii}. \quad (56)$$

In [48], it is given that $d_i^2 \sim \text{Gamma}(L, 1)$, where $L = N_t - N_R + 1$. Here, $\text{Gamma}(k, \theta)$ denotes a gamma distribution with shape $k$ and scale $\theta$. Thus, the RVs $d_i^2, i = 1, \ldots, N_R$ have the following p.d.f.:

$$f_{d_i^2}(x) = \frac{1}{\Gamma(L)} x^{L-1} e^{-x} H_0(x). \quad (57)$$

In the following, we evaluate (54) for all different types of R-SM symbol errors. Let us begin with the case of the signal errors. If we set $\delta = s_k - \hat{s}_k$, plug (55a) into (54), and use (57)
in order to average over \( d_i^2 \), we can bound the PEP of a signal error as:

\[
P_{\text{R-SM}}(x \rightarrow \hat{x} | \mathcal{E}_1) = E_{d_i^2} \left[ Q \left( \sqrt{\frac{|\hat{s}_k|^2 d_i^2 + |\hat{s}_k|^2 d_i^2}{2}} \right) \right]
\]

\[
\leq \frac{1}{2} \left[ \frac{|\hat{s}_k|^2}{4} \gamma_1 + 1 \right]^{-L}.
\]

(58)

In the previous procedure, we use the Chernoff bound \( Q(x) \leq (1/2) e^{-x^2/2} \) [34]. We note that (58) is also the PEP of a Multiple-Input Single Output (MISO) system with ZF precoding. As it can be seen, this MISO system has a diversity order of \( L = N_t \) (given that there is one receive antenna). This conclusion agrees with the indirect diversity analysis of [43].

As implied by (55b) and (55c), the evaluation of (54) for the cases of: i) space and ii) joint errors, requires the joint p.d.f. of \( d_1^2 \) and \( d_2^2 \). From (56), it is clear that \( d_1^2 \) and \( d_2^2 \) are correlated RVs. Given that \( d_1^2 \) and \( d_2^2 \) are correlated and distribute as Gamma(\( L, 1 \)), their joint p.d.f. is the Kibble’s bivariate gamma distribution:

\[
h_{d_1^2, d_2^2}(x, y) = \frac{(1 - \rho_c)^{-L}}{\Gamma(L)} \sum_{k=0}^{+\infty} b_k f_k(x) p_k(y),
\]

as it is given in [49]. Here, we have that:

\[
b_k = \frac{\rho_c^k}{(1 - \rho_c)^{2k} \Gamma(L + k) k!},
\]

(60)

\[
f_k(x) = \left[ x^{L + k - 1} e^{-x/(1 - \rho_c)} \right] H_0(x),
\]

(61)

and

\[
p_k(y) = \left[ y^{L + k - 1} e^{-y/(1 - \rho_c)} \right] H_0(y).
\]

(62)

In addition, \( \rho_c = E[(d_1^2 - L)(d_2^2 - L)]/L \), which is the Pearson product-moment correlation coefficient. Given the marginal gamma p.d.f. of each \( d_1^2 \) and a given system configuration, \( \rho_c \) can be robustly estimated.

In order to provide a bound on the PEP when a space error occurs, we use (55b) and average (54) over all realizations of \( d_1^2 \) and \( d_2^2 \), using (59). Due to space limitation, we do not provide the details. The written bound is as follows:

\[
P_{\text{R-SM}}(x \rightarrow \hat{x} | \mathcal{E}_2) = E_{d_1^2, d_2^2} \left[ Q \left( \sqrt{\frac{|\hat{s}_k|^2 (d_1^2 + d_2^2)}{2}} \right) \right]
\]

\[
\leq \frac{(1 - \rho_c)^{-L}}{2^{L^2} L} \frac{1}{1 - \rho_c^2} \frac{1}{1 - \rho_c^2} \sum_{k=0}^{+\infty} \frac{L_k}{k!} y^k,
\]

(63)

where \( t = (|\hat{s}_k|^2 \gamma_1 + 1)/(1 - \rho_c) \) and

\[
1 \frac{1}{F_0(L; y)} = \frac{L_k}{k!} y^k.
\]

(64)

is the generalized hypergeometric function, as defined in [41, p. 1010]. Moreover, \([L]_k = L(L + 1) \ldots (L + k - 1)\) is the Pochhammer symbol.

Similarly, the bound on the PEP of the joint error of \( \mathcal{E}_3 \) is achieved by evaluating the expectation of (54), using (55c) and (59):

\[
P_{\text{R-SM}}(x \rightarrow \hat{x} | \mathcal{E}_3) = E_{d_1^2, d_2^2} \left[ Q \left( \sqrt{\frac{|\hat{s}_k|^2 d_1^2 + |\hat{s}_k|^2 d_2^2}{2}} \right) \right]
\]

\[
\leq \frac{\left[ (1 - \rho_c) t_1 t_2 \right]^{-L}}{2} \sum_{x \neq \hat{x}} d(x \rightarrow \hat{x}) P_{\text{R-SM}}(x \rightarrow \hat{x}),
\]

(65)

where \( t_1 = (|\hat{s}_k|^2 \gamma_1 + 1)/(1 - \rho_c) \) and \( t_2 = (|\hat{s}_k|^2 \gamma_1 + 1)/(1 - \rho_c) \).

As a final step for our proof, we employ the bounds of (58), (63), and (65), and express the ABEP of the first hop as:

\[
P_1(\gamma_1) \leq \frac{1}{M_{k_t}} \sum_{x} \sum_{x \neq \hat{x}} d(x \rightarrow \hat{x}) P_{\text{R-SM}}(x \rightarrow \hat{x}),
\]

(66)

where \( d(x \rightarrow \hat{x}) \) denotes the number of different bits between the bit sequences represented by \( x \) and \( \hat{x} \).

In order to complete the derivation of (52), we express the ABEP of the second hop using the results from [46]. Hence, the ABEP of the second hop is bounded as:

\[
P_2(\gamma_2) \leq \frac{1}{M_{k_t}} \sum_{x} \sum_{x \neq \hat{x}} d(x \rightarrow \hat{x}) P_{\text{SM}}(x \rightarrow \hat{x}),
\]

(67)

where

\[
P_{\text{SM}}(x \rightarrow \hat{x}) = \frac{1}{2} \det \left( I_{\xi, \xi} + \gamma_2 \frac{A}{\sqrt{2}} \right).
\]

(68)

Here, we have that \( \xi = N_D N_R \) and \( A = I_{N_D, N_D} \otimes \text{ce}^H \).

**B. Average Bit Error Probability When the RNs Employ Distributed Detection**

This section provides the ABEP of DH-HSSK/HSM when the RNs utilize the DD of (51). In this type of uncoordinated detection, the methodology that we follow in the previous sub-section does not hold, because during the second hop multiple RNs can be active. In this case, the transmitted symbol vector of the second hop is not a legal SM symbol. Thus, (52) is not valid.

In order to overcome this problem, we use the union bound technique and express the end-to-end ABEP of DH-HSM as:

\[
P_D(\gamma_1, \gamma_2) \leq \frac{1}{M_{k_t}} \sum_{x} \sum_{x \neq \hat{x}} d(x \rightarrow \hat{x}) P_{DD}(x \rightarrow \hat{x}, \gamma_1, \gamma_2),
\]

(69)

where \( P_{DD}(x \rightarrow \hat{x}, \gamma_1, \gamma_2) \) is the end-to-end PEP of transmitting \( x \) at the SN and detecting erroneously \( \hat{x} \neq x \) at the
DN, given \( \gamma_1 \) and \( \gamma_2 \) (the SNR of each hop). We remind that \( \mathbf{x}, \tilde{\mathbf{x}} \in A_1 = \{s_k | k \in \{1, \ldots, N_R\} \} \), \( k \in \{1, \ldots, M\} \).

It is not difficult to see that, using the total probability theorem, the PEP of an end-to-end symbol error is expressed as:

\[
P_{DD}(\mathbf{x} \rightarrow \tilde{\mathbf{x}}, \gamma_1, \gamma_2) = \sum_{\tilde{\mathbf{x}} \in A} P_{SR}(\mathbf{x} \rightarrow \tilde{\mathbf{x}}, \gamma_1) P_{RD}(\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{x}}, \gamma_2),
\]

(70)

where \( \tilde{\mathbf{x}} \in A \) are all the possible detected/transmitted symbol vectors at the RNs. \( P_{SR}(\mathbf{x} \rightarrow \tilde{\mathbf{x}}, \gamma_1) \) is the probability that \( \mathbf{x} \) is transmitted at the SN and \( \tilde{\mathbf{x}} \) is detected at the DN. Furthermore, \( P_{RD}(\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{x}}, \gamma_2) \) represents the probability that \( \tilde{\mathbf{x}} \) is transmitted at the RNs and \( \tilde{\mathbf{x}} \) is detected at the DN.

Before continuing, we define the set \( A = \{A_0, A_1, \ldots, A_{N_R}\} \). Here, we have that \( A_0 = \{0, 1\} \). The subset \( A_0 \) corresponds to the very special case where all the RNs remain silent during the second hop (for more details, the reader is referred to Section IV). Every other subset \( A_q, \) with \( q = 1, \ldots, N_R \) and \( |A_q| = (N_R)^q \), contains all the possible vectors, of size \( N_R \times 1 \), with exactly \( q \) non zero elements. Their non zero elements take values from \( M = \{s_1, \ldots, s_k\} \). Mathematically, this is represented as \( A_q = \{e_{i_1} s_{k_1} + \cdots + e_{i_q} s_{k_q} | B_1 \cap B_2\} \), where \( B_1 = \{i_1, \ldots, i_q \} \in \{1, \ldots, N_R\} \), \( i_1 \neq \cdots \neq i_q \), and \( B_2 = \{k_1, \ldots, k_q \} \in \{1, \ldots, M\} \), and \( e_{i_j} \) is the \( i_j \)-th column of \( I_{N_R \times N_R} \). We note that, clearly, the correct symbol \( x \) belongs to \( A \). Even thought the RNs might be able to detect correctly the transmitted vector \( \mathbf{x} \), a symbol error could occur during the second hop.

We have to evaluate each probability of the right hand side of (70). We begin with \( P_{SR}(\mathbf{x} \rightarrow \tilde{\mathbf{x}}, \gamma_1) \). Given that detection is conducted independently at each RN and the Gaussian noise is independent, we have:

\[
P_{SR}(\mathbf{x} \rightarrow \tilde{\mathbf{x}}, \gamma_1) = \prod_{j=1}^{N_R} E_{d_j} \left[ P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1|d_j^2}) \right].
\]

(71)

Here, \( \mathbf{x}_j, \tilde{\mathbf{x}}_j \in \{s_0, M\} \) are the \( j \)-th elements of \( \mathbf{x}, \tilde{\mathbf{x}} \), respectively. In simple words, \( \tilde{\mathbf{x}}_j \) belongs to the employed constellation \( M \) or is 0 and \( \tilde{\mathbf{x}}_j \) is the detected symbol which again belongs to \( M \) or is zero.

Thus, we have to evaluate:

\[
P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1|d_j^2}) = E_{d_j} \left[ P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1|d_j^2}) \right]
\]

by integrating over all the possible realizations \( d_j^2 \). The received signal at the \( j \)-th RN is given from (6). Hence, given that \( \mathbf{x}_j, \tilde{\mathbf{x}}_j \in \{s_0, M\}, \) with \( \mathbf{x}_j \neq \tilde{\mathbf{x}}_j \), we can write:

\[
P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1|d_j^2}) = Q \left( \sqrt{\frac{\gamma_1 |x_j - \tilde{x}_j|^2 d_j}{2}} \right).
\]

(73)

For this reason, if we follow the same steps as the derivation of (58), we can prove that:

\[
P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1}) \leq \frac{1}{2} \left[ \frac{|x_j - \tilde{x}_j|^2}{4} \gamma_1 + 1 \right]^{-L}.
\]

(74)

For the case of \( x_j = \tilde{x}_j \) (correct transmission to the \( j \)-th RN), we have that:

\[
P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1}) = 1 - P_{e}(\gamma_{1})
\]

\[
\leq 1 - \sum_{j=0}^{M} P_{SR_j}(\mathbf{x}_j \rightarrow s_j, \gamma_{1}),
\]

(75)

where \( P_{e}(\gamma_{1}) \) is the probability of erroneous detection. Hence, the probability of interest is bounded by:

\[
P_{SR_j}(\mathbf{x}_j \rightarrow \tilde{\mathbf{x}}_j, \gamma_{1}) \leq 1 - \frac{1}{2} \sum_{j=0}^{M} \left[ \frac{|x_j - s_j|^2}{4} \gamma_1 + 1 \right]^{-L}.
\]

(76)

In addition, the evaluation of (70) requires the knowledge of \( P_{RD}(\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{x}}, \gamma_2) \). We know that \( \tilde{\mathbf{x}} \in A \), which means that the RNs retransmit legal or illegal SM symbols. Even in the case of the retransmission of illegal SM symbols, as we explain in Section IV, the DN uses the detector of (9). Thus, the error happens when \( E' = ||y_D - H_{RDx}|^2| > ||y_D - H_{RDx}|^2|| \) (given that \( \tilde{\mathbf{x}} \) is relayed by the RNs). We can easily transform \( E' \) as \( E' = ||H_{RDx}c_1 + w_{RD}||^2 > ||H_{RDx}c_2 + w_{RD}||^2 \), where \( c_1 = \tilde{\mathbf{x}} - \mathbf{x} \) and \( c_2 = \mathbf{x} - \tilde{\mathbf{x}} \). We can further proceed and reach to \( E' = ||H_{RDx}c_1||^2 > ||H_{RDx}c_2||^2 \) and \( \tilde{\mathbf{x}} = c_2 - c_1 \). Given that \( \sum_{k=1}^{N_i} \{|w_{RD}a_k|\} \sim N(0, \sigma^2_{w_{RD}}/2)\), we have that the instantaneous probability for which we are interested is written as:

\[
P_{RD}(\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{x}}, \gamma_2) = Q \left( \gamma' ||H_{RDx}c_2||^2 - ||H_{RDx}c_1||^2 \right) / \sqrt{||H_{RDx}||^2}.
\]

(77)

where \( \gamma' = \sqrt{\gamma_2/2} \). The direct evaluation of the expectation of (77), over all channel realizations, is a difficult task. Actually, this expectation requires the p.d.f. of the summation of two Erlang (gamma) RVs divided by a generalized gamma RV, where all RVs are correlated. An approach that gives a tractable solution to the expectation of (77) is to use the triangle and inverse triangle inequality and upper and lower bound the RV \( Y = ||H_{RD}c_2||^2 - ||H_{RD}c_1||^2/\sqrt{||H_{RD}||^2} \).

Unfortunately, this method gives bounds that are loose and do not provide any insight. Due to space limitation, we do not include this analysis. An alternative way to evaluate the expectation of (77) is numerically. In this way, we conclude our proof.

VI. Simulation Results and Discussion

In this section, we present theoretical and Monte Carlo simulation results that demonstrate the performance of the proposed DH-HSSK/HSM architecture under different conditions at the SN, both for the CD and DD algorithms. We consider scenarios with: i) small, ii) medium and iii) large system configuration.

For the sake of comparison, we compare our architecture against four benchmark systems: i) the corresponding single
relay system, ii) the best relay selection system, iii) a form of distributed Alamouti relaying, and iv) the direct communication link. We note that in all the benchmark systems, the operating principle of the SN and the DN is the same as DH-HSM/HSSK. The SN uses the same linear precoding methods and the DN detects the received signal using ML detection.

The corresponding single relay system is denoted as Dual Hop-with one Relay (DH-w1R). The adoption of this form of comparison for the evaluation of space modulated VMIMO is extensively employed in the literature [20], [24], [27], [28], [32]. The operational principle of DH-W1R is similar to the proposed DH-HSSK/HSM architecture with the following exception. The conveyed constellation point is relayed by a single RN.

We note that the RN of DH-w1R detects the relayed constellation point using a ML detector which has almost the same complexity as the ML detector of (7) and higher complexity than the detector of (51) (all detectors are single stream detectors). Especially, the DD of (51) results in a significant lower complexity as the spectral efficiency and the number of the RNs is increased. Because of this, DH-HSSK/HSM can be interpreted as a way of distributing the computational complexity of the single RN of DH-W1R to the multiple RNs of DH-HSSK/HSM. An additional advantage of DH-HSSK/HSM compared with DH-W1R is that, under the assumption of high SNR at the RNs, usually only one out of \( N_R \) RNs is re-transmitting the symbol received from the SN. This is very important when the RNs are remote terminals (for example mobile phones) with a battery supply, because a battery life extension is achieved.\(^1\) Hence, if we take into account the advantages of DH-HSSK/HSM compared with DH-W1R with respect to: i) the complexity and power consumption distribution and ii) the BER gains (as shown in the following), it is clear that the cost of having multiple RNs of low complexity and extended battery life compared with the cost of having a single RN of high complexity is insignificant.

The next two benchmark systems that we employ is the: i) best relay selection technique denoted as Dual Hop-with Best Relay Selection (DH-wBRS) and ii) the distributed Alamouti code represented as Dual Hop-Distributed Alamouti Code (DH-DAC). In DH-wBRS, a single RN out of \( N_R \) is selected to convey the transmitted constellation point in every block of symbols. DH-wBRS selects the RN with the most favorable RN-DN channel which has the highest channel gain. The selection of this RN offers the highest instantaneous receive SNR at the DN. In DH-DAC, two symbols are conveyed to two RNs in order to form a distributed Alamouti codeword. The RNs can employ a CD or DD algorithm, just like DH-HSM. In the DD case, the orthogonality of the Alamouti codeword cannot be ensured, whereas in the CD case it can be ensured. We note that DH-DAC requires 4 symbol period in order to convey two constellation points (constructed Alamouti codeword) from the SN to the DN. Clearly, the comparison of DH-HSM with DH-wBRS and DH-DAC is not entirely fair. DH-wBRS uses closed loop transmission during the second hop, while DH-HSM uses open loop transmission. Furthermore, DH-DAC activates two RNs during the second hop, whereas DH-HSM activate only one. Finally, we state that: i) DH-DAC is used as a benchmark system only when the RNs are two and ii) no best RN selection criterion is applied in DH-DAC. As we see in the following, even though these comparisons are not entirely fair, DH-HSM is able to achieve significant performance gains in the majority of the cases.

The last benchmark system that we use is the direct SN-DN MIMO communication. We assume that the SN-DN wireless channel is weak and distributes as \( CN(0, \rho) \), where \( \rho \) captures the path loss effect. This assumption is valid because DH-HSM is designed to be applied when the SN-DN channel is weak.

For all systems, the SNR during the first hop is defined as \( \gamma_1 = \text{SNR}^{\text{SR}}_{\text{SNR}} = 10 \log_{10}(P_{SR}^2 / \sigma_{w_{SR}}^2) \), where \( P_{SR}^2 \) is the power transmitted at SN. For a fair comparison between DH-HSSK/HSM and DH-w1R, we set \( P_s = 1 \) by using the appropriate: i) normalization matrix \( D \) for the precoder \( P \) (as described in Section II) and ii) the appropriate normalization of the conventional transmitted constellation diagram. During the second hop, the SNR is defined as \( \gamma_1 = \gamma_2 = \text{SNR}^{\text{SR}}_{\text{SNR}} = 10 \log_{10}(P_{RD}^2 / \sigma_{w_{RD}}^2) \), where \( P_{RD}^2 = 1 \) is the transmitted power from the active RN. Without loss of generality we assume that \( \gamma_1 = \gamma_2 \). Finally, we assume that the SN–RN and RN–DN wireless channel remain constant over a block symbol. In addition, when I-CSIT is available at the SN, \( H_{SR} \) does not change over a block of symbols.

A. Confirmation of the Average Bit Error Probability of DH-HSM Using Simulation Results

Before we proceed with the comparison of DH-HSM with the benchmark system, in Fig. 2, we demonstrate how close are the obtained simulation results with the theoretical framework of Section V. Fig. 2(a) presents the bound of ABEP when CD is employed at the RNs. In addition, Fig. 2(b) shows the ABEP bound under DD at the RNs. We consider two system configurations for CD. In the first configuration, we have a \( 4 \times 4 \times 4 \) (\( N_t = 8, N_R = 4, \) and \( N_D = 4 \)) system with \( k_t = 1 \) bps for DH-HSSK and \( k_t = 2 \) bps for DH-HSM. Furthermore, the second configuration is a \( 16 \times 8 \times 4 \) system with \( k_t = 1.5 \) bps for DH-HSSK and \( k_t = 2.5 \) bps for DH-HSM. As can be seen from Fig. 2(a), for CD and in high SNR, the theoretical and simulation curves perfectly match. In low SNR, there is a difference which is a well known phenomenon caused by the union bound technique [34]. In addition, Fig. 2(b), demonstrates that the bound obtained for DD in Section V-B is close to the simulated curves.

B. Small Scale System Setup

Fig. 3 explores the BER performance of DH-HSM when P-CSIT is available at the DN and the system setup is \( 4 \times 2 \times 4 \), with \( k_t = 4 \) bps. For the sake of comparison, in Fig. 3, we include the performance of: i) DH-w1R, ii) DH-wBRS, iii) DH-DAC, and iii) direct link communication when \( p = \{0.1, 1\} \). Especially, the scenario of the direct link communication with

\(^1\)In this paper, we assume that the energy consumption for the RF power transmission is relatively high compared to the energy consumption of the circuits of the RNs during the detection period.
a weak SN-DN channel \((p = 0.1)\) is a typical application scenario of DH-HSM (or any other dual hop system). Furthermore, as a reference point, we include the performance of direct link communication when the SN-DN channel is strong with \(p = 1\) (same statistics as the SN–RNs and RNs–DN channels).

As it can be seen from Fig. 3, DH-HSM offers better BER performance than DH-w1R, DH-wBRS, and DH-DAC due to its multiplexing gain. It quite notable that in the depicted SNR region, DH-HSM offers better performance than DH-wBRS and DH-DAC. Even though, this comparison is not entirely fair. We note that as SNR increases to extremely high value, DH-wBRS and DH-DAC would offer better performance, due to their diversity achieving techniques employed during the second hop. We note that, just like DH-HSM, the performance of DH-DAC is not affected by the employment of CD or DD at the RNs. Regarding the performance of the direct link communication, we see that when the SN-DN channel is weak \((p = 0.1)\), its performance is significantly worse (as expected). For a strong SN-DN channel \((p = 1)\), we see that the direct link offers better performance due to its multiplexing gain. Though, in high SNR, the direct link is remarkably outperformed due to its unity diversity order [43].

### Medium Scale Setup: The Effect of Multiple Antennas at the DN

The performance evaluation of DH-HSSK/HSM is presented in Fig. 4. In the same figure, we depict the performance of DH-w1R and DH-wBRS for the purpose of comparison. We note that in the following results, we do not use the direct link communication and distributed STBC as benchmark systems. We do not employ the direct link communication, because we propose DH-HSM for a scenario where either the SN-DN is very weak (where direct link communication is clearly outperformed), or there is no SN-DN link. Moreover, distributed STBC is not further used, because as the size of the distributed STBC codeword increases, its fractional STBC rate determines performance significantly worse than DH-HSM.

In addition, we note that for DH-W1R and DH-wBRS, the BER performance is depicted only for ZF precoding at the SN. It can be proved that in the very special case of a MISO linear precoding system (first hop) and when the normalization process of Section II is applied, the MMSE and the ZF forcing precoders result in the same receiving signal. Hence, the performance is the same.

Fig. 4(a) and (b) demonstrate that when the number of receive antennas is small \(N_D = \{1, 2\}\), there is no performance difference between the CD and DD algorithms of DH-HSSK/HSM. As \(N_D\) is increased, there is a difference. For \(N_D = 4\), the difference can be noticed only in low SNRs. Though, when \(N_D = 16\), this performance gap is significantly increased. This performance difference exists due to the lost multiplexing gain which is caused by the activation of multiple RNs.

Regarding the comparison with the benchmark systems, we see that for \(N_D > 1\), DH-HSSK/HSM is significantly better than DH-w1R. When, \(N_D = 1\), DH-HSSK offer a slightly better performance than DH-w1R. Moreover, DH-HSM is
Fig. 4. BER performance of a medium scale DH-HSSK/HSM system, for $N_D = \{1, 2, 4, 16\}$, when: i) the SN employs P-CSIT and ii) the SNR per hop is the same. (a) $16 \times 8 \times N_D$ DH-HSSK system ($k_t = 1.5$ bpsp). (b) $16 \times 8 \times N_D$ DH-HSM system ($k_t = 3.5$ bpsp).

out-performed due to the unity diversity order of SM during the second hop [50].

In addition, Fig. 4(a) and (b) include the comparison of DH-HSSK/HSM with DH-wBRS. We recall that this comparison is not fair for DH-HSSK/HSM. For $N_D = \{1, 2\}$, DH-wBRS demonstrates better performance. In contrast, for a value of $N_D = 4$ and low SNRs, DH-HSSK/HSM outperforms DH-wBRS due to its higher multiplexing gain. Though, after a certain point ($\sim 7.5$ dB and $\sim 20$ dB for DH-HSSK and DH-HSM, respectively), DH-wBRS has better performance due to its higher diversity order. Remarkably, when $N_D = 16$ and for the depicted practical BER, DH-HSSK and DH-HSM offer a significantly better performance, even for DD.

D. A Very Large Scale Setup

Recently, the concept of very large scale MIMO (or Massive MIMO) has attracted a great attention from the research community [51]. Thus, in Fig. 5, we explore the performance of DH-HSSK/HSM in a system with a large number of antennas at the SN and DN, and a large number of RNs ($64 \times 32 \times 64$).

The first conclusion drawn from Fig. 5 is that both DH-HSSK and DH-HSM achieve practical BERs in very low SNRs. For example, DH-HSSK achieves a BER of $10^{-4}$ at about $-5.4$ dB when CD is employed and at about $-2.2$ dB when DD is employed. This phenomenon is attributed to the massive MIMO setup of the first hop [51] and to the massive multiplexing gain and receive diversity obtained from SM during the second hop. In addition, Fig. 5 demonstrates that the employment of ZF or MMSE precoding at the SN results in a performance gap for both DH-HSSK and DH-HSM architectures, and for both CD and DD. Regarding the use of CD or DD at the RNs, we observe that there is a penalty for both DH-HSSK and DH-HSM when DD is employed. This penalty is decreased as the value of SNR is decreased.

Furthermore, Fig. 5 shows that DH-HSSK ($k_t = 2.5$ bpsp) and DH-HSM ($k_t = 4.5$ bpsp), both for CD and DD, have a significantly better performance than DH-w1R and DH-wBRS, for the depicted practical values of BER. We remind the reader that the comparison of DH-HSSK/HSM and DH-wBRS is not entirely fair, due to the closed loop transmission of the second hop of DH-wBRS. It is quite notable, that for BER $= 10^{-4}$, DH-HSSK has a performance difference of about 8 dB when CD is employed and 5 dB when DD is employed at the RNs, compared with DH-wBRS. The performance difference against DH-w1R is further increased to about 9 dB when CD is employed and 6 dB when DD is employed. Additionally, for the same BER, DH-HSM demonstrates a performance gap of about 9 dB for CD and about 6 dB for DD, compared with DH-wBRS. However, when DH-HSM is compared with DH-w1R, the performance difference is further increased to about 10.5 dB for CD and to 7.5 dB for DD. We note that all systems are able to achieve a huge receive diversity gain due to the big number of receive antennas at the DN.

At this point, we note that due to the simplicity, low complexity, and very good BER performance of DH-HSSK/HSM at very low SNRs, our architecture would be a perfect candidate...
for wireless backhaul connection between BSs with a very large number of antennas. Such an application could be easily implemented using either fixed or mobile RNs, or a combination of them.

E. RF Energy Efficiency Gains of DH-HSSK/HSM

In order to quantify the RF energy efficiency gain of DH-HSSK/HSM over the benchmark system of DH-W1R, we employ the metric of the Relative Average Energy Reduction (RAER) defined as:

$$\text{RAER}\% = \left[1 - 10^{-\frac{\Delta_{\text{SNR}}}{10}}\right] \times 100\%.$$  \hspace{1cm} (78)

$\Delta_{\text{SNR}}$ denotes the SNR (in dB) difference between DH-HSSK/HSM and DH-W1R for a given target BER.

Table I demonstrates the RAER benefits of DH-HSSK/HSM over DH-W1R, for different system configurations and spectral efficiency (in bpsp). In order to conduct a fair comparison between DH-HSSK/DH-HSM and the benchmark system, we use the same: i) BER target and ii) spectral efficiency, for each system configuration. As it can be seen from Table I, in almost all studied scenarios, our DH-HSSK and DH-HSM architectures are more energy efficient than DH-W1R. There are only two exceptions, when the DN is equipped with one receive antenna ($N_D = 1$). In all other scenarios, DH-HSSK and DH-HSM achieve significant energy efficiency gains (in terms of RAER) over DH-W1R. As we see, these gains can be as high as 91%.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$k$ (bpsp)</th>
<th>Target BER</th>
<th>RAER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DH-HSSK with CD</td>
<td>$8 \times 4 \times 1$</td>
<td>1</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>at the RNs</td>
<td>$64 \times 32 \times 64$</td>
<td>2.5</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>DH-HSSK with DD</td>
<td>$8 \times 4 \times 1$</td>
<td>1</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>at the RNs</td>
<td>$64 \times 32 \times 64$</td>
<td>2.5</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>DH-HSM with DD</td>
<td>$8 \times 4 \times 1$</td>
<td>1</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>at the RNs</td>
<td>$64 \times 32 \times 64$</td>
<td>2.5</td>
<td>$10^{-4}$</td>
</tr>
</tbody>
</table>

In Fig. 6, using simulation results and the theoretical framework of Section III-G, we evaluate the average precoding power $P_s$ at the SN and the residual Mean Square Error (MSE) at each of the RNs, with respect to the variance of channel uncertainty $\sigma_{\text{SNR}}^2$. This is done for the MMSE, SRA, and WCRA precoding methods when the normalization matrix $D$ is not applied. We note that due to the fact that $E_X[\|x\|^2] = 1$, the instantaneous precoding power $P_s = \|P\|^2_F$ dictates the total transmission power.

As shown in Fig. 6, when $\sigma_{\text{SNR}}^2$ is increased, the power of SRA and WCRA precoding methods is decreased. Thus, as the CSIT at the SN becomes more inaccurate, the power transmission is reduced in order to avoid further degradation (inaccurate beamforming). In contrast, when MMSE precoding is employed and for all the depicted values of $\text{SNR}_{\text{SN}} = \{0, 20\}$ dB, the precoding power is increased as the variance of channel uncertainty is increased. This results to more inaccurate beamforming as shown in Fig. 6(b).

Furthermore, Fig. 6 shows that correlation affects the transmitted power of our precoding designs in a composite way. When $\sigma_{\text{SNR}}^2 \rightarrow 0$, higher correlation (higher values of $\rho$) results in higher precoding power. In contrast, when $\sigma_{\text{SNR}}^2$ is increased, higher correlation results in lower precoding power. In contrast to our designs, the existence of channel correlation, when MMSE precoding is used, imposes higher precoding power. As a final remark, we note that all the theoretical curves perfectly match with the simulated curves. In addition, all the claims of Section III-F concerning the relation between the proposed precoding designs and MMSE precoding are confirmed.

Fig. 6(b) demonstrates the residual MSE per RN, defined as $\text{MSE} = E_{\text{HSSK}}[\|\text{HSSK}P - I_{N_R,N_R}\|_F^2]/N_R$ ($I_{N_R,N_R}$ is the ideal ZF impulse response), which quantifies the residual ICI caused by the inaccurate beamforming, versus the variance of channel uncertainty. As it can be seen, for values of $\sigma_{\text{SNR}}^2$ close to zero (almost no uncertainty), MMSE results to lower MSE. It is well known that the MMSE precoder is the optimum linear precoder in terms of MSE. Though, as the SN–RNs channel becomes more inaccurate (higher values of $\sigma_{\text{SNR}}^2$ ) to the SN, our precoding designs offer significantly lower residual MSE than MMSE (for all $\text{SNR}_{\text{SN}}$ values). In the same figure, we depict the performance of the studied precoding designs when the SN–RNs channel is correlated. Clearly, higher correlation results in higher MSE. Finally, we see that as the channel uncertainty becomes high, the effect of correlation to SRA and WCRA is insignificant compared to the uncorrelated case.

F. Power Transmission at the SN and Residual MSE at RNs When I-CSIT Is Available at the SN

In Section III-F, we demonstrate that the unnormalized MMSE, SRA, and WCRA precoders result in a constrained power transmission, while the ZF precoder does not. Hence, when MMSE, SRA, and WCRA precoding designs are employed in a real system implementation, it is possible to avoid the use of the precoding matrix $D$ at SN. In this case, given the assumption of $\text{HSSK}P \approx I_{N_R,N_R}$, there is no need for the $i$-th RN, $i = 1, \ldots, N_R$ to have the knowledge of $d_i$. Thus, we are able to employ a non-coherent detection algorithm at the RNs. In the next figure, we present the BER curves for both systems when the variance of the SN–RNs channel uncertainty is $\sigma_{\text{SNR}}^2 = \{0.01, 0.2\}$. For the sake of comparison, in the same figures we include the performance of DH-HSSK/HSM when MMSE precoding with P-CSIT is
Fig. 6. Effect of I-CSIT at the SN of a $8 \times 4 \times 4$ system. (a) Average precoding power at the SN. (b) Residual MSE at each RN.

Fig. 7. BER performance of a $8 \times 4 \times 4$ DH-HSSK ($k_t = 1$ bsp) and a $8 \times 4 \times 4$ DH-HSM ($k_t = 2$ bsp) system, when different values of channel uncertainty for the SN–RNs channel ($\sigma^2_{\tilde{H}_{SR}} = \{0.01, 0.2\}$) are used. (a) CD at the RNs. (b) DD at the RNs.

As it can be seen from Fig. 7(a), when CD is employed at the RNs and the channel uncertainty is small ($\sigma^2_{\tilde{H}_{SR}} = 0.01$), DH-HSSK and DH-HSM have no performance difference from the ideal scenario of P-CSIT at the SN. This is true for all types of precoding. In contrast, the increase of channel uncertainty to $\sigma^2_{\tilde{H}_{SR}} = 0.2$ causes a BER performance degradation. In low SNR, the degradation is about 1 dB. Though, an error floor is caused in high SNR, due to the noise limited detection at the RNs. In fact, this is the effect of inaccurate beamforming from the SN. Finally, from Fig. 7(a), we conclude that when I-CSIT is available at the SN, the optimal precoding method is SRA.

In addition, Fig. 7(b) demonstrates that the effect of I-CSIT has a more diminishing result for the case of DD. In fact, in low SNR, there is a small BER performance loss even for low channel uncertainty ($\sigma^2_{\tilde{H}_{SR}} = 0.01$), both for DH-HSSK and DH-HSM. Moreover, after 10 dB, the phenomenon of the error floor in high SNR starts to appear. Finally, we see that high channel uncertainty ($\sigma^2_{\tilde{H}_{SR}} = 0.2$) causes a diminishing BER performance, even in high SNRs.

In Fig. 8, we demonstrate the BER performance of DH-HSSK/DH-HSM under the composite effect of: i) I-CSIT at the SN and ii) correlated SN–RNs and RNs–DN channel. The variance of channel uncertainty at the SN is $\sigma^2_{\tilde{H}_{SR}} = 0.05$. Furthermore, the correlation scenarios that we consider are: i) low correlation with $\rho = 0.1$ and ii) high correlation with $\rho = 0.5$. In addition, given that the RNs are placed far apart, the SN–RNs channel contains only transmit space correlation, while the RNs–DN channel is affected only by receive space correlation. As a benchmark reference, we employ the ideal scenario of P-CSIT at the SN and uncorrelated SN–RNs and RNs–DN channels.

Fig. 8(a) shows that for the depicted SNRs and when correlation is low $\rho = 0.1$, the performance of the proposed architecture with CD does not deviate from the ideal case of no
correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the BER performance for about 1 dB at BER of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Furthermore the inspection of the same figure shows that high correlation degrades the correlation and P-CSIT at the SN. Further...

VII. CONCLUSION

This paper focused on the extension of the concept of space modulation to a VMIMO architecture. Based on the ideas of R-SM and SM, we formed an architecture which transfers information using the spatial position of multiple RNs, in addition, or not, to the conventional way. Using MIMO linear precoding, we were able to reduce or practically avoid the native problem of the activation of multiple RNs of the space modulated VMIMO schemes.

We compared our architecture against the appropriate SotA schemes and demonstrated significant BER gains. Especially, for a very large system setup and BER = 10^{-4}, the performance difference was up to 9 dB for DH-wBRS and up to 10 dB for Dh-w1R. Hence, we concluded that the concept of space modulation can be successfully applied in a distributed framework. Moreover, we provided strict bounds for the ABEP, both for the CD and DD algorithms at the RNs.

In order to provide linear precoding using a practical scenario of I-CSIT, we proposed two precoding methods. The first precoder is based on a statistical approach, while, the second precoder follows a worst case method. The instantaneous and average power of each precoder, used in this paper, was analyzed using a theoretical framework. The theoretical and simulated curves perfectly match. Using simulation results, we came to the conclusion that our architecture and precoding methods are robust to realistic scenarios of CSIT and correlation.
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